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Abstract 

Positron emission tomography (PET) is a molecular imaging modality that has been 

demonstrated to be a powerful, non-invasive, tool for the assessment and diagnosis of 

cardiac pathologies like coronary artery disease. The accuracy of these clinical 

examinations for detecting and prognosticating disease can be marred in cases where 

patient motion is severe. Clinical use of motion tracking/compensation tools, however, is 

relatively uncommon partly due to the increases in complexity and time of patient setup 

prior to imaging. The purpose of the work described here was to develop and evaluate new 

methods of patient motion detection and compensation in the context of cardiac PET 

imaging studies that are less complex than standard commercial options in the hope of 

reducing barriers to clinical adoption. 

The proposed methods are based on measuring and tracking the motion of a low-activity 

radioactive marker placed on patients using the positron emission tracking (PeTrack) 

algorithm. Motion information was employed to compensate and/or correct for either 

respiratory or whole-body patient motion. 

The performance of PeTrack for respiratory tracking and motion compensation was 

evaluated in a clinical population in comparison with a commonly used commercial optical 

tracking device. Within a practical comparison framework PeTrack was shown to perform 

comparably to the commercial system. From this comparison shortcomings of both 

PeTrack and the commercial system were identified; knowledge of the former can inform 

future development and improvement. 

A method for whole-body patient motion correction (WBMC) in static cardiac perfusion 

studies using PeTrack was developed. Motion corrected images demonstrated significantly 
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less blurring of the myocardial walls and improved contrast. Relative perfusion 

measurements among the clinical data sets were not significantly affected although the 

extent of patient motion was limited. 

The WBMC algorithm was extended for dynamic acquisitions used for quantification of 

myocardial blood flow. Motion detection and estimation with PeTrack was compared to 

that of another data-driven motion tracking algorithm within a clinical population. Body 

motion estimation with PeTrack was more robust than the alternative method. Motion 

correction using PeTrack demonstrated improvement among various quality indicators of 

the kinetic modelling used to estimate blood flow. 
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Chapter 1 Introduction 

The connections between the fields of physics and medicine are not always intuitive or 

obvious to many. The advent of diagnostic imaging, for example, is intimately associated 

with the discovery of x rays in 1895 by the German physicist Wilhelm Röntgen.1 In his 

work Röntgen demonstrated a new type of “ray” could be produced through collisions of 

electrons with metallic targets inside cathode ray tubes. An immediate application of this 

technology was to peer through the hand of a human subject (his wife) by developing a 

silhouette of these x rays onto a photographic plate. While diagnostic imaging is now 

ubiquitous it may be easy to take for granted that these discoveries, and the incredible 

technological advancement that followed, have given modern societies the ability to 

‘look’ inside of the human body without the need to perform invasive surgical 

procedures. Modern medicine now benefits immensely from x ray and computed 

tomography (CT) as well as nuclear medicine imaging like single photon emission 

computed tomography (SPECT) and positron emission tomography (PET). 

The work that is presented in this thesis is on the topic of patient motion compensation 

in PET imaging procedures that are aimed at diagnosing diseases of the heart, like 

ischemic coronary artery disease. The Chapter 1 reviews fundamental concepts in physics 

and medicine as a basis upon which the motivation for this work can be explained. 

Chapter 2 focuses on the problem of patient motion during PET imaging procedures and 

describes the current state of methods that have been developed to detect and/or 

compensate for patient motion. Chapters 3, 4 and 5 describe experiments that were 

performed to develop and evaluate a method of patient motion detection and correction in 

cardiac PET. In particular, Chapter 3 describes a study aimed at detecting and 
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compensating for respiratory motion in comparison to a conventional, commercial 

approach. Chapter 4 describes a proof-of-concept study in which a method of correcting 

for gross, or whole-body motion was developed and validated. The work of Chapter 4 

was then applied to motion correction on dynamic images of the heart, prior to absolute 

blood flow quantification in cardiac PET studies as is described in Chapter 5. A summary 

and final thoughts are presented in Chapter 6 to conclude. 

1.1 Physics of Nuclear Medicine 

The aim of this section is to provide the reader with a review of the basics of radiation 

physics such that the fundamental principles of emission tomography are understood. The 

concepts of interest are as follows: atomic nuclei and their properties, nuclear instability 

and radioactivity, radioactive decay, and interactions of radiation with matter. 

1.1.1 Nuclear Structure, Stability and Radioactive Decay 

Our current understanding of the basic elements of matter stems from question raised 

thousands of years ago by Greek philosophers and began to take recognizable form 

toward the end of the eighteenth century.2 The English chemist, John Dalton, postulated 

that chemical substances were composed of unique discrete elements, or atoms.3 It took 

nearly one hundred years before experimental evidence suggested that atoms had some 

internal structure. In 1897, the English physicist J. J. Thomson produced such evidence in 

the discovery of the electron4: a sub-atomic particle that carried with it a negative electric 

charge. Our model of the basic structure of matter was transformed once more in 1911 

when E. Rutherford conducted experiments in his laboratory in Cambridge, UK that 

provided evidence that suggested the existence of a second atomic constituent: the 

positively charged nucleus about which electrons orbited.5  While the structure and nature 
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of the atomic nucleus continued to develop into the twentieth century, with, for example, 

the discovery of protons (by Rutherford in 1919)6 and neutrons (by Chadwick in 1932)7, 

scientists had already been directly observing their properties without knowledge of their 

existence. Around the time of Thomson’s discovery of the electron, the nuclear property 

of radioactivity was observed by Henri Becquerel (1896).8 Additionally, Pierre and Marie 

Curie identified and classified various substances which were radioactive (1898).9 It is 

difficult to overstate the important of these monumental discoveries which, truly, set the 

stage for the emergence of new branches of physics, collectively referred to as modern 

physics, which includes quantum, atomic, nuclear, particle, and, to a large extent, medical 

physics. 

It was, perhaps, careless to mention the nuclear property of radioactivity without first 

describing the concepts of nuclear structure and stability (or instability). As the atom was 

found to have an inner structure, so too was the nucleus. The primary constituents of the 

nucleus are called nucleons, which encompass of both protons and neutrons. Unique 

elements are characterized by a specific number of protons within their nucleus – the 

atomic number (Z). Two nuclei of the same element can differ in the number of neutrons 

(N) that they contain, these two are referred to as isotopes. The sum of the number of 

protons and neutrons gives the nuclear mass number (A). Nuclei that share the same mass 

number yet have different values of Z and N are referred to as isobars. 

A very successful quantum mechanical model of the nucleus, known as the Shell 

Model10 describes the structure and arrangement of nucleons within the nucleus. Without 

some knowledge about the interactions of nucleons with each other it may seem 

counterintuitive how two (or more) protons, both with a positive charge, could co-exist in 
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such close proximity and not repel one another due to their electric charge. The 

explanation is associated with another fundamental force, the strong nuclear force, that 

exists between nucleons. This force acts only on very short lengths such that if two 

protons can be brought very close to each other, i.e. if they can be made to overcome the 

electric repulsion between them, the attractive nuclear force may overcome the electric 

repulsion and allow the protons to bind.11 While no electric force exists between a 

neutron and proton, the nuclear force does. 

For any system of nucleons, their physical distributions and quantum mechanical 

properties dictate the energetic state in which they exist. As was mentioned, the 

competing nuclear and electric forces have significant roles in the physical distribution of 

the nucleus. Additionally, the quantum mechanical properties of spin, parity, and isospin 

are associated with available energy state that a nucleus can take. A complete description 

of the quantum mechanical properties is beyond the scope of this work, but the interested 

reader is referred to the text Introductory Nuclear Physics by K. Krane11 for more 

information. The binding energy of a nucleus is the amount of energy or work needed to 

separate its components. It is calculated as the difference in mass-energies between the 

sum of individual constituents of the atom and that of the whole atom.11 It is, in a sense, a 

measure of the stability of a particular arrangement of nucleons within the nucleus. 

For nuclei with A < 40, those that are stable typically exhibit a close agreement 

between the atomic number and the number of neutrons12, i.e. Z ≈ N. For larger nuclei, 

stability imposes a constraint that N > Z. This restrictions falls from the fact that the 

tendency for protons to repel each other increases with Z and more neutrons are required 

to ensure that the strong force overpowers the Coulomb (electrostatic) force.12 Nuclei that 
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do not fall within this stable domain are largely unstable and may undergo a spontaneous 

transformation characterized by the emission of energy and particles to a more stable 

configuration. This spontaneous emission by unstable nuclei is referred to as radioactive 

decay. 

There are various forms of radioactive decay which can be distinguished by the form of 

the nucleus before and after a radioactive decay, or the corresponding radiation that is 

produced during decay. The original radioactive nucleus is referred to as the parent and 

the nucleus that remains after decay is the daughter. If the daughter nucleus is also 

unstable, it too can undergo decay. Some nuclei thus have many steps along their decay 

path until a stable nucleus is formed. For the purpose of this thesis we are primarily 

concerned with radioactive decay processes which are isobaric and, to a lesser extent, 

isomeric. 

Isobaric transitions are those where the mass number of the parent is equal to that of 

the daughter; the numbers of protons and neutrons, however, change in the process. An 

example of isobaric radioactive decay is the β decay process, of which there are two 

flavours: β- decay and β+ decay. These processes are named by the form of their 

radioactive emissions, i.e. β particles. β particles are, essentially, electrons that are 

produced by the decay of an unstable nucleus and can have either a negative or positive 

electric charge. β+ and β- particles are each other’s anti-particle. β+ particles are generally 

referred to as positrons. These processes can be written using the following notation for a 

nuclear decay, where the parent and daughter nuclei are denoted as P and D, respectively. 

𝛽−𝑑𝑒𝑐𝑎𝑦: 𝑃𝑁 → 𝐷𝑁−1𝑍+1
𝐴   

𝑍
𝐴 + 𝛽− + �̅�𝑒 

𝛽+𝑑𝑒𝑐𝑎𝑦: 𝑃𝑁 → 𝐷𝑁+1𝑍−1
𝐴   

𝑍
𝐴 + 𝛽+ + 𝜐𝑒 
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In the β- decay process, compared to the parent, the daughter nucleus has one more 

proton and one less neutron. The β- decay process is mediated by the weak force that 

exists between fundamental particles that are fermions, of which electrons are one 

example. The emissions of a β- decay are the β- particle and an electron anti-neutrino �̅�𝑒. 

During the decay process several conservation laws are applicable. Conservation of 

charge, for example, demands that the total electric charge of the parent equals that of all 

the decay products and indeed this is upheld as the increase in positive charge within the 

nucleus is balanced by the negative charge of the β- particle. The electron anti-neutrino is 

a particle with negligible mass and no electric charge.13 It is, as is an electron, a kind of 

lepton and the lepton number must also be conserved during the decay.10 The parent 

nucleus has a lepton number of zero and it follows that the lepton number (+1) of the β- 

particle is cancelled by that of the electron anti-neutrino (-1). Analogous features can also 

be said of the β+ decay process noting only that an electron neutrino (lepton number of 

+1) is produced instead of the anti-neutrino. 

It is very common, due to additional quantum mechanical conservation laws, that the 

daughter nucleus is left in an excited state and must decay via an isomeric transition to its 

ground state10. In this type of decay, the parent and daughter have the same nuclear 

composition, i.e. there is no change in either Z or N. The transition from the excited to 

ground states is often associated with the emission of electromagnetic radiation, and these 

photons are referred to as γ-rays. They are distinct from x rays as they originate from the 

nucleus as opposed to interactions of energetic electrons with an absorbing material 

(electron interactions are described in more detail in the following section). The energy of 

the photon is determined by the energy difference between the excited and ground states. 
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Note that transitions can also occur between excited states. A simplified decay diagram of  

rubidium-82 (82Rb) is provided in Figure 1.1 to provide an example of these transitions. 

Note that only the three most probable β+ decays are shown although there are numerous 

other decay mechanisms for this nucleus. 

 

Figure 1.1 Partial decay scheme of 82Rb (rubidium-82) which decays primarily via β+ decay to produce 

stable 82Kr (krypton-82). Solid horizontal lines indicate various energy levels of the parent and daughter 

nuclei, each of which are labelled with their energy levels. Note that the ‘g.s.’ line of 82Rb corresponds to 

its ground state. The solid and dashed arrows indicate isobaric and isomeric transitions, respectively. 

Each β+ transition is labelled with the associated probabilities of occurring, and similarly the γ decay 

transitions are labelled with their relative likelihoods with respect to the energy level from which they 

originate. The data in this figure were acquired from the nuclear data publication of the Laboratoire 

National Henri Bequerel in Gif-sur-Yvette Cedex, France.14 

 

Radioactive decay is a stochastic process which can be accurately modelled by Poisson 

statistics. Given a large ensemble of radioactive nuclei it is impossible to predict when 

any single nucleus will decay. The behaviour of the ensemble, however, can be modelled 

extremely accurately via a relatively simple relationship which states that the 

instantaneous rate of change in the number of parent nuclei, NP, in the ensemble is 

proportional to the negative of the number of parent nuclei.15 The proportionality 

constant is referred to as the decay constant, λ, and is representative of the likelihood that 
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the ensemble of nuclei will decay per unit time. This differential relationship is described 

below along in with its solution (Eq. 0.1 and Eq. 0.2, respectively), where NP,0 represents 

the number of parent nuclei at some reference time t = 0. This differential equation and 

its solution represent a specific case of the more general family of equations known as the 

Bateman equations which describe decay chains of arbitrary size.16 

 𝑑𝑁𝑃

𝑑𝑡
= −𝜆𝑁𝑝 

Eq. 0.1 

 

 𝑁𝑃(𝑡) = 𝑁𝑃,0𝑒−𝜆𝑡 Eq. 0.2 

The activity of the ensemble is defined as the rate of disintegrations per unit time and is 

calculated as the product of NP(t) with the decay constant. A corollary of the relation 

described above is that the number of parent nuclei never reaches zero, but rather 

approaches this limit asymptotically.  It is difficult then to know exactly when the 

radioactive sample has completely decayed. A convenient measure of the longevity of a 

radioactive sample is its half-life, t1/2, which is defined as the time required for the 

activity (and number of parent atoms) of a radioactive sample to decrease by half with 

respect to its initial value at t = 0. It can be expressed in terms of the decay constant as 

per the following relationship. 

 
𝑡1/2 =

ln (2)

𝜆
 

Eq. 0.3 

 

1.1.2 Interactions of Radiation with Matter  

Within the context of this thesis we are only concerned about the interactions of β-

particles and γ-rays as they pass through a medium and so a review of the interaction 

mechanisms of heavier ions or neutrons is not included in this discussion. 
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Since β-decays have multiple reaction products the energies of the emitted β-particles 

are polyenergetic and can be characterized by an energy spectrum which ranges from 0 

keV to Q. The value of Q is fixed by the difference in mass energies of the parent nucleus 

and all the daughter nuclei combined.11 β-particles interact readily with the medium 

through which they are travelling due to their mass and charge. Upon each interaction 

they transfer some of their kinetic energy to the medium, slowing them down. β-particles 

are stopped in a medium once their kinetic energy has been depleted. There are two 

principal mechanisms for β-particle interactions: collisional or radiative. Collisional 

interactions occur between β-particles and the atomic electrons of the medium and are 

described as a Coulomb (electrostatic) scattering process.11 The energy imparted on the 

medium through collisional interactions leads either to transferring sufficient kinetic 

energy to orbital electrons to liberate them from the atoms to which they’re bound 

(ionization) or promoting the orbital electrons to a higher energy orbital of the atomic 

structure (excitation).13 Radiative interactions are characterized by the emission of 

electromagnetic radiation following the rapid change in velocity of the β-particles due to 

Coulomb interactions with atomic nuclei.17 These emissions are commonly referred to as 

bremsstrahlung radiation and are the principal mechanism underlying x ray emitting 

devices. The stopping power, or rate of energy loss per unit distance, of these collisional 

and radiative interactions was first described by Hans Bethe in 1930 and was shown to 

depend on the kinetic energy of the β-particle as well as the atomic number of the 

absorbing material.18 The collisional interactions typically dominate the energy loss of β-

particles except for those with very high kinetic energy and absorbing media with high 
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atomic number11. The range of a β-particle in an absorbing material thus depends on the 

combined stopping power of the two interaction types. 

Another interaction that is very important to the topic of this thesis, which is unique for 

positrons, is that of annihilation. Annihilation is characterized by the conversion of the 

mass energy of a positron and an electron to electromagnetic radiation when the two 

particles combine with each other12. This type of interaction can occur when any particle 

meets with its anti-particle. The electromagnetic radiation is emitted in the form of two 

photons which have equal energy and a relative orientation of 180º with respect to each 

other (collinear trajectories). The energies and trajectories of the emitted photons are 

determined by the conservation of energy and momentum. For positron-electron 

annihilation, their combined rest mass is converted to energy and shared equally between 

the two photons (i.e. 511 keV each). If, however, the positron had some residual energy 

prior to annihilation the photons would neither have identical energy nor colinear 

trajectories12. The angular distribution of the annihilation photons has been described by 

Levin and Hoffman19 to have Gaussian shape and a full-width at half-maximum (FWHM) 

on the order of roughly 0.25º. The effects of non-collinearity on the photon energy is 

more complicated to assess as, according to Iwata and colleagues20, the dispersion of the 

spectral lines depends not only on the residual positron energy but also on the atomic 

properties of the absorbing material. They showed the annihilation photon spectral line 

width (FWHM, at 511 keV) dilated from 1.16 keV to 2.59 keV as a result of non-

collinear γ-ray emission. How this additional dispersion translates to other detectors, 

however, is not obvious. A diagram demonstrating annihilation is provided in Figure 1.2. 
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Figure 1.2 Schematic representation of a colinear and non-colinear annihilation of an electron-positron 

pair. The energy and momentum of the positron, β+ are indicated as E+ and p+, respectively in the upper 

row of the image (“Interaction”). The annihilation photons and their energies are denoted at γ1, γ2, Eγ1, 

and Eγ2, respectively in the lower row of the image (“Annihilation”). It is assumed that the electron has 

zero kinetic energy and momentum. 

 

Electron interactions occur at a distance due to the fact that both collisional and 

radiative interactions are governed by the Coulomb force that exists between charged 

objects. The effect is a continual series of interactions as the electron traverses an 

absorbing medium. In contrast, photons carry no mass and no electric charge and interact 

due to discrete interactions. The most relevant photon interactions for the work described 

in this thesis are incoherent (Compton) scatter, and photoelectric absorption. Both of 

these interaction pathways result in the conversion of the photon energy to kinetic energy 

of an electron. Photoelectric absorption comes about through interactions of photons with 

an atom in an absorbing material and results in the complete transfer of the photon energy 

to an orbital electron. If the photon energy is greater than the binding energy of the 

electron it will be ejected from the atom with kinetic energy equal to the difference of the 

photon energy and electron binding energy (ionization). If the photon energy is not 



 12 

greater than the binding energy, the electron can be excited to a higher valence shell of 

the atom (excitation). In either event, the incident photon is completely absorbed in the 

process. 

Incoherent, or Compton, scatter corresponds to an inelastic collision between an 

incident photon and an orbital electron wherein the incident photon energy is partially 

transferred to the electron. The scattered photon thus has reduced energy compared to the 

incident photon and usually undergoes a change in direction. The atom can either be 

excited or ionized depending on the amount of energy transferred to the electron in the 

process. 

The likelihood of either photon interaction depends on the energy of the photon, and 

the density and atomic number (Z) of the absorbing material. For photoelectric absorption 

the probability of interaction per atom of absorbing material is proportional to the atomic 

number raised to the power of ~4 – 5; the exponent varies with photon energy and atomic 

number13.  The probability of Compton scatter per atom varies (approximately) linearly 

with the atomic number17. Photoelectric absorption probabilities per atom are inversely 

proportional to the incident photon energy raised to the power of ~3.5. The probability of 

Compton scatter, however, has a more complex and much weaker energy dependence. 

The Compton scatter likelihood and angular distribution is described by the Klein-

Nishina formula which models the relativistic and quantum mechanical behaviour of this 

interaction.17 For an absorber made of water (or soft tissues), the Compton scatter 

mechanism dominates over photoelectric absorption for photon energies greater than 30 

keV.17 
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1.2 Positron Emission Tomography 

Positron emission tomography, or PET, is a molecular imaging modality wherein a 

patient is administered a small amount of a chemical agent of biological interest that has 

been labeled with an isotope that decays via positron emission which permits the non-

invasive assessment of physiologic processes that are occurring within the body. Such an 

agent is referred to as radiotracer. The biochemical nature of the tracer is chosen to target 

specific processes and/or organs and to it is attached a radioactive atom that gives rise to 

photons that penetrate through the body such that they can be detected externally. PET is 

based upon the coincident detection of annihilation photons that are produced following 

the β+ decay of a positron-emitting radionuclide of the tracer. Nuclear medicine imaging 

procedures, like PET, rely on the so-called tracer principle which assumes that the tracer 

is administered in sufficiently small amounts such that is emulates and does not perturb 

the natural physiologic processes that are being assessed.21 The term tomography 

indicates that the resulting images are arranged as a set of contiguous 2D cross-sectional 

slices of the object being imaged. PET images represent an estimate of the spatial 

distribution of the positron-emitting radionuclide. The concatenation of the 2D images 

thus provides a volumetric representation of this distribution. Within this section the key 

aspects of a PET imaging system are described, which include details of the photon 

detection systems, the development of PET imaging devices, tomographic image 

reconstruction, and data correction techniques that are needed to make PET images 

quantitatively accurate. 
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1.2.1 Photon Detection with Scintillators 

PET imaging systems detect annihilation photons using an indirect approach based on 

scintillating materials. Scintillation materials are those than fluoresce, or emit visible 

light, following an interaction with a gamma ray, like an annihilation photon. To allow 

for an electronic readout of such a detection, the visible light emitted by the scintillation 

crystal must be converted to an electrical signal. The conversion has historically been 

achieved in PET detection systems using a device known as a photomultiplier tube 

(PMT) but photodiode devices are being increasingly used. A brief description of these 

devices will be provided shortly but presently we will return to scintillation materials. 

The scintillating materials that have been used in PET systems have largely been 

inorganic materials22 and so the description here will be limited to this type. Inorganic 

scintillation materials have crystal lattice configurations. An inorganic scintillator’s 

properties are largely determined by its structure and the excited states that are accessible 

to its valence electrons.13 When excited, however, a valence electron may be elevated to 

the conduction band of the crystal at which point it can migrate about the crystal 

structure.13 A hole remains within the valence shell that will be filled by the de-excitation 

of an electron in the conduction band. The de-excitation process corresponds to the 

emission of electromagnetic energy as the electron descends from a higher energy band 

to a lower. The energy band in between is the forbidden band and is not accessible to 

electrons of pure crystal materials. The energy gap of the forbidden band corresponds to 

an electromagnetic emission in the ultra-violet range.22 The crystal material can be 

intentionally doped with small amounts of impurities, or activators, which leads to the 

establishment of accessible energy levels within the forbidden band.13 The effect of these 
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intermediate energy levels is to reduce the emission energy of the de-exciting electron 

such that it falls within the visible range.23 

Several of the most commonly used scintillation materials within PET systems are 

sodium iodide doped with thallium (NaI(Tl)), bismuth germanate (Bi4Ge3O12, or BGO), 

and lutetium oxyorthosilicate doped with cerium (Lu2(SiO4)O, or LSO).22 Several 

important physical properties of these scintillators are provided in Table 1.1. The density 

of a scintillating material, along with its effective atomic number, is associated with its 

capacity to attenuate annihilation photons. This effect is also emphasized in Table 1.1 by 

comparison of attenuation length of each crystal material. The attenuation length is the 

mean linear distance that a photon will travel in the crystal before interacting; a short 

length suggests that an interaction is more probable. The density of NaI(Tl) is slightly 

greater than half of that for either BGO or LSO and conversely its attenuation length is 

roughly triple that of the others. When compared to either BGO or LSO, NaI(Tl) thus 

exhibits a lower detection efficiency for 511 keV photons. 

 

Table 1.1 Selection of physical properties of three inorganic scintillation crystals commonly used in PET 

systems. Measured values correspond to interactions with 511 keV annihilation photons. These data have 

been reproduced from Table 2.5 of Physics and Instrumentation in PET by D. L. Bailey, J. S. Karp, and 

S. Surti.22 

 NaI(Tl) BGO LSO 

Density [g/cm3] 3.67 7.13 7.4 

Attenuation Length [cm] 2.88 1.05 1.16 

Decay Time [ns] 230 300 40 

Energy Resolution [%] 6.6 10.2 10 

Light Output [photons/keV] 38 6 29 

 

A key feature of scintillators is their relationship between light output and the energy 

deposited by the incident photon. Ideally, a scintillator’s light output would exhibit a 
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linear relationship with deposited energy over a wide range of energies.13 The energy 

resolution of a scintillator is a measure of the precision with which a scintillator (and its 

accompanied photodetection system) can identify a discrete photon energy. It is often 

calculated as the full width at half-maximum of the energy response divided by the 

photon energy being detected and then represented as a percentage. The energy resolution 

of NaI(Tl) is better than that of BGO and LSO which has implications for a PET system’s 

ability to discriminate between signal and background events. The light output of a 

scintillator is also associated with enhanced spatial and coincident timing resolution for 

PET systems when multiple scintillation crystals are coupled to a single photodetector.22 

The rise and decay times of the scintillator determine the duration over which the 

fluorescence occurs. Short rise and decay times are ideal as they result in quick signal 

pulses13 which enhances the detector’s capacity to distinguish events that take place in 

rapid succession.23 In general, inorganic scintillators exhibit long decay times but LSO 

demonstrates a remarkable improvement in decay time over others like NaI(Tl) and 

BGO. 

An auxiliary device is needed to convert the visible light emitted by scintillators into an 

electrical pulse that indicates the detection of a photon; these are generally referred to as 

photodetectors. Several important properties of these devices are a high efficiency for 

conversion of visible photons to electrons, rapid charge collection and signal readout, and 

high amplitude resolution, i.e. high signal gain and low electronic noise.24 

Photomultiplier tubes (PMTs) have been widely used for this purpose both in medical 

imaging applications as well as in basic nuclear physics.13 PMTs are composed of three 

key components: a photocathode, an evacuated electron multiplication chamber, and a 
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pulse-shaping pre-amplifier.24 The photocathode serves as a window between the 

scintillator and the PMT and it is triggered by photoelectric interactions of the 

scintillation photons to emit electrons.22 If the electrons are energetic enough to escape 

the photocathode, they cascade through the evacuated region of the PMT where a high 

electric field within the vacuum tube causes the photoelectrons to accelerate. The 

electrical signal is insufficient to produce a detectable electrical signal, however, without 

an electron multiplication system.13 PMTs achieve signal amplification by accelerating 

the initial photoelectrons to collide with a series of targets known as dynodes. A single 

electron will stimulate the emission of approximately 6 secondary electrons after a 

collision with the dynode.24 It follows that a signal gain on the order of 107 is achievable 

with ~10 dynodes.13 The total charge that reaches the anode leads to an electronic pulse 

which is shaped by the pre-amplifier prior to further processing of the event. Two 

remarkable features of PMTs are their ability to achieve such high signal gain without 

introducing significant electronic noise other than the inherent quantum fluctuations of 

generating secondary electrons, and they do not dilate the initial pulse width of the 

scintillator.13  

PMTs have some limiting features which affect the PET system design. Their physical 

size imposes restrictions on how densely they can be positioned, which means that 

multiple scintillation crystals must be coupled to a single PMT.22 Additionally, PMTs are 

highly sensitive to magnetic fields24 which make them incompatible with hybrid PET 

scanners integrated with magnetic resonance imaging (MRI) scanners. An alternative 

family of photodetectors based on semiconductor diode technology is well suited to 

compensate for these disadvantages of PMTs. 
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Diode-type photodetectors, or photodiodes, consist of lamellar combinations of p-type 

and n-type semiconductor materials. The type of the semiconductor material is an 

indication of its doping and the forms of its charge carriers. P-type semiconductors are 

those that are doped with impurities that have one fewer valence electron than the atoms 

of the semiconductor material, and as a result these impurities introduce positive charge 

carriers in the form of electron holes into the crystal structure.13 Conversely, n-type 

materials are doped with impurities that carry an additional valence electron compared to 

the atoms of the semiconductor and thus supply negatively charge carriers in the form of 

electrons into the material.13 P- and n-type layers are coupled to a pure semiconductor 

layer to produce PIN photodiodes, where I in the acronym refers to intrinsic and 

corresponds to the pure, undoped, junction region wherein there are no excess charge 

carriers. In silicon photodiodes the deposition of roughly 3.6 eV is sufficient to excite 

valence electrons and produce electron-hole pairs. The presence of positive and negative 

charges at the p- and n-type layers, respectively, causes the electron and hole to drift 

away from each other and produce a potential difference within the junction.24 In this 

manner visible photons may be detected. Without the application of an external electric 

field, PIN photodiodes have no gain and their signals are very sensitive to electronic 

noise. Additionally, their pulse width depends on the drift time of the charge carriers 

within the intrinsic layer.13 This photodiode design has been modified in a manner to 

establish a signal amplification (avalanche) following the production of the initial 

electron-hole pair. These avalanche photodiodes (APDs) come in various configurations 

but a common one is the reach-through design which consists of a highly doped p-type 

entrance layer, a lightly doped p-type drift region, and p-n+ multiplication region.13 The 
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combination of this layered arrangement along with a high external electric field provides 

a significant amount of kinetic energy to the electron-hole pairs that are produced from 

photon interaction within the drift region which stimulates a run-away cascade of 

electron-hole pair production. The typical signal gain achieved with this design is on the 

order of hundreds.24 The gain of APDs generally exhibit a linear relationship with the 

applied voltage.25 

The gain of an APD, however, has higher variability than that on the PMT which can 

reduce its energy resolution, but the increased quantum efficiency over PMTs partially 

compensates for this effect.13 The gain of photodiodes is also highly sensitive to the 

operating temperature and the stability of the high voltage supply and so any system 

making use of these photodetectors must be able to control both very precisely.22 Lastly, 

the rise-time of the APD pulse can be twice that of common PMTs and can thus improve 

the overall timing resolution.24 The APD design has been improved upon by the 

development of multi-pixel photon counting (MPPC) photodiodes, a common example of 

which is the silicon photomultiplier (SiPM). MPPCs are a structured array of individual 

APDs operating at high voltages, typically above 100 V. Under such an external field the 

gain takes on steeper, i.e. more sensitive, relationship with the applied voltage but 

maintains reasonable linearity.25 The gain associated with SiPM photodetectors is similar 

to that of PMTs25 and are typically on the order of 106. In modern PET systems, the 

energy resolution of the SiPM photodetectors are comparable to that of PMTs; typically 

around 10%.26 The timing resolution of PET systems using SiPMs, however, have 

improved over those using PMTs. As an example, the timing resolution of the Philips 

Vereos PET/CT (uses SiPMs) and GE Discovery 690 PET/CT (uses PMTs) system have 
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been reported as 332 ps26 and 544 ps27, respectively, and both make use of LYSO 

scintillators. 

While the photon detection system of the PET scanner is an essential component of is 

performance, the PET system itself is much more complex and represents the 

combinations of many systems to actually image a patient. In the following section some 

of the essential components of a PET system are described.  

1.2.2 PET System Design and Performance 

The purpose of a PET acquisition is to produce an image, or spatial description, of the 

radiotracer concentration within a patient. Such an image is produced by solving the 

following inverse problem: How can we determine the radiotracer distribution from the 

emission data detected by the PET scanner? It turns out the this problem is not unique to 

PET, nor medical imaging, and various analytic and iterative methods exist that can 

provide a solution.28 More detail will be provided in the following section on the image 

reconstruction problem in PET, but for now it is relevant to mention that solving these 

problems requires that the emission data is sufficiently sampled about the object being 

imaged.28 In PET sufficient sampling is achieved by arranging a set of detectors along a 

circular gantry that encompasses the patient. While some systems employ partial ring or 

flat panel detectors that rotate about the patient, most use full ring configurations.29 

Regardless of the configuration the detectors must be arranged such that they oppose 

each other to permit the detection of collinear annihilation photons. A schematic 

representation of full ring, multi-slice configuration is shown in Figure 1.3. In this 

illustration, the coordinate system in the full-ring scanner is indicated along with a single 
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line-of-response emanating from the annihilation location within the patient which is 

marked by a lightning bolt.  

 

Figure 1.3 Schematic representation of a full-ring multi-slice PET detector configuration. Cross-sectional 

views from the front face of the gantry and from the side are shown in sub-figures A, and B, 

respectively. Each gray rectangle represents a detector. In sub-figure A, the transverse coordinate 

directions, x, and y, are depicted by dashed lines. The transverse origin is shown as a circle at the 

intersection of the x and y axes. A line of response (LOR), which originates at the position marked by the 

lightning bolt, subtends an azimuthal angle φ with the positive y axis. A model patient is represented by 

the blue ellipse. In sub-figure B, the span of axial direction, or z axis, is shown. The same LOR subtends 

a polar angle θ with the positive z axis. The vector 𝑠(𝑠, 𝑢) describes the position of the LOR. 

 

The detector elements have also been designed with various configurations. One of the 

most successful detector designs is that of the block detector.29 In this design, a 

rectangular grid of individual scintillation crystals is optically coupled to a set of photo-

detectors with a relatively high ratio of the number of individual crystals to photo-

detectors; 64:4, for example, as depicted in Figure 1.4.  
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Figure 1.4 Arrangement of 64 scintillation crystal elements and 4 PMTs in detector block design. The 

block quadrants A, B, C, and D correspond to unique PMTs. 

 

While it is not shown in Figure 1.4, the divisions between individual elements are often 

incomplete and reflective barriers exist in these regions to help guide scintillation light 

towards the PMTs and impose limits on the spatial dispersion. By varying the lengths of 

the reflective barriers across the block, a different amount of light reaches each of the 

attached PMTs which helps to identify the crystal from which the scintillation occurred.29 

The x and y coordinates of the scintillation can be estimated using the relative pulse-

heights of the four PMTs (A, B, C, and D) as shown in Eq. 0.4 and Eq. 0.5, commonly 

referred to as Anger logic, after its originator Hal Anger.29 In the block detector design, 

all four PMTs are occupied over the span of time that is takes to resolve a single event. 

This has an impact on the scanner’s sensitivity to detection annihilation photons, 

especially when the count rate is high. 

 

 
𝑥 =  

(𝐵 + 𝐷) − (𝐴 + 𝐶)

𝐴 + 𝐵 + 𝐶 + 𝐷
 

Eq. 0.4 

 

 
𝑦 =  

(𝐴 + 𝐵) − (𝐶 + 𝐷)

𝐴 + 𝐵 + 𝐶 + 𝐷
 

Eq. 0.5 
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A single coincident event is described by the crystal indices of each photon detection as 

well as the time at which the event occurred. Two photons are considered to be in 

coincidence if they are detected within a relatively short period of time, i.e. within the 

coincidence window (2τ). The duration of the coincidence window is partially limited by 

the timing resolution of the detectors which, as described in the previous section, is 

associated with the rise time of the scintillators and the pulse dispersion of the 

photodetectors. Additionally, the geometry of the scanner must also be considered when 

determining an appropriate timing window as the time it takes each annihilation photon 

to reach a detector may differ due to the difference in distances each photon must traverse 

(at the speed of light). As an example, while a timing resolution of 0.6 ns has been 

reported for a barium fluoride (BaF2) PET system30, a timing difference of up to 3 ns 

could be expected for annihilation photons in a very large patient, and so setting a 

coincidence window based on the timing resolution alone would limit the overall 

sensitivity of the scanner.22 For PET systems that make use of fast scintillators and 

electronics which have timing resolution < 0.6 ns, the timing delays of the coincidence 

photons can be resolved sufficiently well to infer where along the LOR the annihilation 

occurred31. Recording the time difference between detection of coincident photons is 

referred to as the time-of-flight (TOF) of the coincidence event. The position of an 

annihilation event, with respect to the middle point of the LOR, can be calculated as 

𝑐∆𝑡 2⁄ , where ∆𝑡 is the time delay between the arrival times of the two annihilation 

photons and c is the speed of light in air. A timing resolution of 500 ps thus corresponds 

to a spatial resolution of 7.5 cm of the annihilation event along the LOR. The benefit of 
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the use of TOF data lies in improved noise characteristics in the reconstructed image.22 

Interestingly, if the timing resolution was sufficiently small such that the spatial 

uncertainty of the annihilation event along the LOR was smaller than the spatial 

resolution of the system, no image reconstruction would be required.32  

In the following sections spatial resolution, energy resolution, timing resolution, count 

rate performance, and sensitivity are described. 

1.2.2.1 Spatial Resolution 

The spatial resolution of an imaging system is a measure of the smallest separation 

between objects that can be discerned in an image and is often measured as the FWHM of 

a small object representation in an image.29 Note that for an object to be considered 

small, it should be no larger than half the size of the spatial resolution of the system.29 

There are various factors which affect the spatial resolution of the system: positron range, 

non-collinearity of the annihilation photons, sizes and separation of detectors, variance in 

the depth into a crystal (depth-of-interaction) where the ionization occurs31, and block-

detector decoding in the case of the multi-crystal block configuration. In most full-ring 

systems the spatial resolution in the transverse plane (x-y) is smaller than that in the axial 

direction (z) as the transverse field of view is oversampled compared to along the axial 

direction.29 See Table 1.2 for example measurements; the “Radial” and “Tangential” 

measurements are made in-plane while the “Axial” measurements are along z.  The 

spatial resolution of a PET system fundamentally limits its ability to determine the spatial 

distribution of a radiotracer within a patient.  
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1.2.2.2 Energy Resolution 

The energy resolution of the system is associated with the precision with which a 

detector can determine the energy of detected photons.29 In addition to the emission of a 

positron during the decay of the radiotracer, other prompt gamma ray emission or 

scattered annihilation photons may be detected that lead to increased noise and/or 

artifacts in the reconstructed images. Some of these types of photons are excluded from 

the emission data through energy discrimination. 

1.2.2.3 Timing Resolution 

Good timing resolution, as was mentioned, is important for identifying coincidence 

events and, with sufficiently fast crystals and electronics, for TOF measurement as well. 

In terms of system performance, a narrower coincidence window helps to exclude 

random coincidence events that arise from simultaneous detection of two independent 

annihilation photons. Random coincidences lead to a uniform increase in the background 

which can reduce the contrast in the resulting image as they carry no useful spatial 

information and occur stochastically within the field of view.22 The rate of detecting 

random coincidences is proportional to the width of the coincident window and the 

square of the activity in the field-of-view of the scanner.29  

1.2.2.4 Dead Time and Count Rate Performance 

Once a detector is triggered by the detection of a photon, there is a period wherein no 

additional events can be registered. This time is referred to as dead time and is associated 

with the time needed for the scintillator’s response, the electronic response of the 

photodetector, the integration time of the electronics, and time associated with processing 
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coincidence events. The count rate performance of a PET system is an indicator of its 

ability to process detection events over a broad range of system count rates, or activity in 

the field-of-view. The dead time is a non-linear function of the count rate of the system 

and is composed of two contributions: paralyzable and non-paralyzable dead times.33 In 

the non-paralyzable case, the detector is unresponsive to events that occur within a fixed 

time τ following a detection; subsequent events are ignored and have no further effect on 

the detector.13 Paralyzable dead time, however, implies that all events lead to a dead time 

τ, even if they occur while the detector is ‘dead’ from an initial event.13 Paralyzable dead 

time can lead to saturation of the detector wherein the system count rate can decrease in 

the presence of an increasing event rate.33 Dead-time corrections must be applied in PET 

to achieve linear response over the broad range of count-rates so that resulting images can 

accurately quantify activity concentrations in the subject. 

There are three types of coincidence events PET systems detect: true coincidences of 

annihilation photon pairs, coincidence of photons that have scattered and random 

coincidences of two photons from two separate decay events. While true coincidence 

events are the desired signal in PET, the scatter and random events are unavoidable and 

degrade image quality. A common measure of the count rate performance of a PET 

system is the noise equivalent count rate (NECR). This metric is defined as the count rate 

of true coincidence events that would give the same signal-to-noise ratio as the real count 

rate of the system in the absence of random and scattered coincidence events.29 

Mathematically it is calculated as shown below (Eq. 0.6), where T, S, and R represent the 

count rates of the true, scattered, and random coincidence events, respectively.34 The 

factor K is used to accommodate different methods of correction for random coincidence 
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events and takes on a value of 1 or 2. In practice the KR term in the denominator of Eq. 

0.6 must be scaled by a factor f  which represents the ratio of the diameter of the object 

being imaged to the transaxial field of view.. One approach to correct for random 

coincidence events is described in the following section. 

 
𝑁𝐸𝐶𝑅 =

𝑇2

𝑇 + 𝑆 + 𝐾𝑅
 

Eq. 0.6 

 

1.2.2.5 Sensitivity 

The last aspect of PET system performance described here is that of sensitivity. 

Sensitivity is a measure of the system’s ability to detect an annihilation event that occurs 

within its field-of-view. Sensitivity is largely determined by the geometry of the scanner 

as well as the intrinsic efficiency of the detectors for annihilation photons.22 As the image 

noise of a PET acquisition is related to statistical fluctuations in the number of detected 

coincidence events, improved sensitivity is associated with noise reduction and improved 

signal-to-noise ratio. Regarding geometric considerations, increasing the solid angle 

coverage that the scanner exhibits with respect to the target object or tissue being imaged 

could improve its sensitivity. In particular, when imaging a uniformly distributed 

cylindrical phantom the rate of true coincidence detection is proportional to the square of 

the axial field-of view and inversely proportional to the diameter of the transverse field of 

view29,35. A long and narrow scanner bore would have improved sensitivity over a short 

and wide bore. The detection efficiency of the scintillation crystal is related to the photon 

interaction cross-section and the size of the crystal. At photon energies of 511 keV, the 

dominant photon interactions mechanisms are photoelectric absorption and Compton 

scattering which have cross-sections (per atom) that are proportional to Z4 and Z, 
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respectively, where Z is the atomic number of an atom in the scintillator.23 More 

generally, increased effective atomic number and density within a polyatomic scintillator 

leads to increased intrinsic detection efficiency and thus scanner sensitivity. 

1.2.2.6 Performance Characteristics of GE Discovery 690 PET/CT System 

The work described in this thesis largely made use of the Discovery 690 (D690) PET 

system developed by General Electric (GE) Healthcare (Waukesha, WI), which is a PET 

system with first generation time-of-flight capability. Performance characteristics of this 

system were reported by Bettinardi and colleagues27 following the 2007 National 

Electrical Manufacturers Association (NEMA) standards for positron emission 

tomographs. The D690 is a hybrid PET system that includes a 64-slice CT scanner 

mounted at the front of the PET scanner gantry. This PET scanner contains 13,824 

lutetium yttrium orthosilicate (LYSO) crystals as scintillators. The crystal dimensions are 

4.2 × 6.3 × 25 mm3. The detector units are of the block design style and each contains 54 

(9 × 6) individual crystals. Each block uses only a single position-sensitive 

photomultiplier tube with four anodes. The blocks are positioned within rectangular 

module units that hold 8 blocks, two transverse by four axial blocks. In total 32 blocks 

complete the full ring of the detection system. The axial and transverse field-of-view are 

157 mm and 700 mm, respectively. The performance measurements data are provided in 

Table 1.2. 
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Table 1.2 Performance measurements of the GE Discovery 690 PET system.27 

Measurement Value 

Spatial Resolution (FWHM) 

 

10 cm off-axis 

Radial 

Tangential 

Axial 

 

5.34 mm 

4.79 mm 

5.55 mm 

Energy Resolution (FWHM) 511 keV 12.40 ± 0.02 % 

Timing Resolution (FWHM)  544.3 ± 1.5 ps 

Peak NECR Count rate, and activity 

concentration 

139.1 kcps, 29.0 

kBq/mL 

Sensitivity 10 cm off-axis 7.6 cps/kBq 

 

1.2.3 Data Correction for Quantitative PET 

Ideally, the PET image should have voxel values with units that are associated with 

activity concentration, e.g. kBq/mL. The detection system, however, records the count of 

detected coincidence events. It follows that to estimate the activity values in the 

reconstructed images the raw acquired data, i.e. counts, must be corrected to account for 

the events that were not seen by the PET system, those that were mispositioned, or 

unwanted background. Many of the performance characteristics described in the previous 

section are related to this problem. This section reviews some basic strategies for making 

PET images quantitatively accurate. The aspects that are covered are corrections for 

detector normalization, random coincidence events, detector dead time, attenuation, 

scattered coincidence events, and calibration. For many of these factors, there are 

multiple common correction methods that have been implemented but the following is 

limited to the methods used in the GE Discovery 690 PET/CT system. For more detail, 

please see Chapter 5 of Positron Emission Tomography: Basic Sciences, Quantitative 

Techniques in PET by Meikle and Badawi.33 
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1.2.3.1 Normalization correction 

Normalization correction corresponds to correcting for non-uniformities in the intrinsic 

detection efficiencies of individual crystals, geometric effects, structural misalignment of 

the detectors, and asynchronous timing between detector pairs.33 Intrinsic detection 

efficiencies may vary due to crystal non-uniformity or variations in photodetector gain. 

Additionally, the transverse and axial positions of a crystal within a block may also affect 

its sensitivity (transverse and axial block profile corrections). Geometric factors consider 

solid angle coverage and incident angles of detected photons for individual crystal, which 

vary depending on the acceptance angle of the coincidence system as well as the location 

of the emission within the FOV. These efficiency components are typically determined 

using measurements of rod and cylinder sources with uniform activity concentration.33 

Moreover, the acquisitions use low amounts of activity and are long in duration to make 

measurements that have low noise and to mitigate dead time effects.33 

1.2.3.2 Random Coincidence Correction 

For a given detector pair, the rate of random coincidence events can be calculated as 

the product of the coincidence window, 2τ, with the non-coincident, or singles, detection 

rates of the two detectors.31 The total number of random coincidence events in an 

acquisitions can be estimated by the integral of the random coincidence detection rate 

over the duration of the acquisition. Prior to reconstruction the total number of random 

coincidence events, once corrected for radioactive decay, can be subtracted, for each 

detector pair, to compensate for their effect on the image. This estimation method 

assumes that the response of every detector pair is uncorrelated and that the spatial 

distribution of the activity is effectively fixed over time.33 Generally, the singles rates 
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will not be uncorrelated due to prompt coincidence events, however, the singles rates 

may be several orders of magnitude greater than coincidence detection rates and so the 

error is this assumption is small.33 Lastly, the singles rates are approximately proportional 

the activity concentration in the object being imaged, so it follows that the random 

coincidence rates are approximately proportional the square of the activity 

concentration.33 

1.2.3.3 Dead Time Correction 

To correct the count losses associated with dead time, models of the paralyzable and 

non-paralyzable components can be estimated from decaying source measurements.33 

General formulae for these two components are provided below (Eq. 0.7 and Eq. 0.8) 

where n and m represent the true and observed count rates, respectively, and τd represents 

the dead time per detection.13 In the limit of low activity, or when the fraction of count 

losses nτd << 1, both models exhibit the same behaviour. For high activities, however, the 

non-paralyzable dead time approaches an asymptotic limit proportional to τd
-1 and the 

paralyzable component leads to declining count rates. The detectors have been associated 

with paralyzable dead time and the electronics with non-paralyzable dead time and 

cascaded models have been proposed that account for both effects in series.36 

Non-paralyzable 
𝑛 =  

𝑚

1 − 𝑚𝜏𝑑
 

Eq. 0.7 

 

Paralyzable 𝑛 = 𝑚𝑒𝑛𝜏𝑑  Eq. 0.8 

 

1.2.3.4 Attenuation Correction 

To be able to detect the primary annihilation photons emitted from within the body, 

they must travel through tissue without interaction. The probability of a photon reaching 
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the detector without being absorbed or scattered depends on the attenuating effect of all 

the materials that exist along a linear trajectory toward the detector. The attenuating 

effect of a given material or tissue type can be described by its linear attenuation 

coefficient μ. This value represents the combined likelihoods of the photon interacting 

through all of the mechanisms described in Section 1.1.2 and is interpreted as the 

probability per unit length of an interaction occurring that removes the photon from its 

original trajectory. If attenuation is not taken into account PET images will appear to 

have reduced intensity in regions of high attenuation or regions which have a longer 

pathlength in tissue before the photon emerges from the body (i.e. deep anatomical 

regions). 

It may be surprising to learn that to correct for this effect in PET acquisitions we do not 

require knowledge of the annihilation point along a LOR. This convenient aspect of a 

PET acquisition, which simplifies the process of correcting attenuation, falls from the fact 

that only coincident photon detections are used as signal. Consider a LOR which spans a 

distance L between two detectors and that the annihilation occurred at a distance x from 

the first detector. The path lengths of the two photons are thus x and L – x and the 

probabilities of each photon reaching the corresponding detectors are shown in Eq. 0.9 

and Eq. 0.10 below, 

 𝑝1 = 𝑒− ∫ 𝜇(𝑥′)
𝑥

0 𝑑𝑥′
 

Eq. 0.9 

 

 𝑝2 = 𝑒− ∫ 𝜇(𝑥′)
𝐿

𝑥
𝑑𝑥′

 
Eq. 0.10 

where 𝜇(𝑥′) is the attenuation coefficient at any position 𝑥′. The likelihood (𝑝) of a 

coincidence detection of these two independent events is thus given as the product of 𝑝1 

and 𝑝2, shown in Eq. 0.11, which has no dependence on the annihilation position x. 
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𝑝 = 𝑒−[∫ 𝜇(𝑥′)

𝑥
0 𝑑𝑥′+∫ 𝜇(𝑥′)

𝐿
𝑥 𝑑𝑥′] = 𝑒− ∫ 𝜇(𝑥′)

𝐿
0 𝑑𝑥′

 
Eq. 0.11 

 

It follows that attenuation correction factors can be measured using a transmission scan 

produced from either rotating radioactive sources or from computed tomographic (CT) 

images. The former approach involves computing the ratio of the intensities along every 

LOR both with and without an attenuation object in the field of view.31 The latter 

approach involves converting a CT image into a corresponding image of attenuation 

coefficient values and then computing line integrals of the image values that correspond 

to all LORs.37 It is important to note, however, that while the units of a CT image are 

closely related to the attenuation coefficients of the tissue within a given voxel they 

correspond to the effective energy of the poly-energetic x ray beam of the CT scanner. It 

follows that a transformation must be applied to determine the corresponding attenuation 

coefficients for the 511 keV annihilation photon energy. This is typically achieved by 

application of the bilinear scaling model which provides a piecewise linear 

transformation for μ within the end points of air and cortical bone38. 

1.2.3.5 Scatter Correction 

Most modern PET systems acquire data in a fully 3D fashion, i.e. LORs are not 

restricted to transverse planes that are associated with a single ring of detectors. In this 

approach the relative number of detected coincidence events that undergo scatter, even 

after energy discrimination, can range from 35 – 80% of all prompt coincidence events.31 

While many methods have been proposed to estimate the contribution of scatter to the 

emission data only one paradigm based on computation simulation is described here as it 

has been demonstrated to have good performance in 3D PET acquisitions.33 Analytical 
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simulation of the scatter process requires knowledge of the attenuation along each LOR, 

an estimate of the scatter free activity distribution, detector efficiencies and solid angle 

coverage and a model of the differential cross-section of scatter interactions.39 For some 

non-linear, iterative, reconstruction algorithms the scatter estimates are produced and 

subtracted from the emission data following correction for normalization but prior to 

image reconstruction.40 Other algorithms incorporate scatter estimates into the 

reconstruction process as a separate contribution to the observed counts. Scatter 

correction based on this simulated approach may be implemented in the following steps: 

reconstruct an attenuation image, e.g. from a CT image; reconstruct an initial, low 

resolution, emission image; perform scatter simulation and estimate the scatter 

contribution to the emission data; scale the scatter estimates to match the emission image 

outside of the object being imaged, i.e. in the region where only scatter can exist; and 

finally, subtract the scatter estimate from the emission data.33 The operation of scaling the 

scatter estimates to the emission image in the regions outside of the body has implications 

to the methods proposed in this thesis, as is discussed in Chapter 3 and Chapter 6. 

Once all of the previously mentioned corrections are applied all that remains is to 

verify that activity measured in the PET images is in agreement with the activity 

measurements made in a calibrated well counter.33 This procedure could be performed by 

imaging a phantom which contains a uniform distribution of activity and measuring the 

activity from a sample drawn from the phantom in a well counter.33 If discrepancies exist 

between the PET image and well-counter measurements a well-counter correction factor 

can be applied to scale the PET images to report quantitatively accurate values, typically 

in units of Bq/cc. 
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1.2.4 Tomographic Image Reconstruction 

As was mentioned at the beginning of the last section, image tomographic image 

reconstruction is an inverse problem for which there are various available solutions. In 

modern PET systems the most employed solutions are iterative processes wherein the 

solution, i.e. the image, is updated and refined repeatedly until a satisfactory result is 

reached. While analytical solutions, namely filtered back-projection, may still be used, 

and indeed can provide valuable insight into image reconstruction processes, they are not 

described here. This description will be limited to that of the maximum likelihood 

expectation maximation (MLEM)41 method as applied to PET.42 

Before describing the reconstruction method, it is useful to consider the format of the 

PET emission data. In its most basic form, the PET data are stored in a format where each 

coincident detection is simply written to file. In this so-called list-mode data, each event 

is described (at least) in terms of indicators of the two detectors that observed the event as 

well as the time at which the event occurred. Additional events may be written to the list-

mode data like scheduled time stamp events or trigger events. Triggers are indicators of 

the state of the patient being imaged and could, for example, mark the beginning of each 

cardiac cycle that the patient experiences during the acquisition. Triggers are produced by 

some sort of system which monitors the physiological process of the patient, e.g. an 

electro-cardiogram (ECG) is used to monitor cardiac contraction. Triggers are described 

in detail in Section 2.3.2. The list-mode format is often inconvenient for the purposes of 

image reconstruction as it is not easily adapted for traditional analytic reconstruction 

algorithms and also imposes significant data storage requirements as the number of 

detected coincidence events can be on the order of ~108 for a PET acquisition.43  
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More commonly, the individual detected events are combined into a series of 

histograms where each corresponds to a parallel set of LORs that form a plane that 

intersects the FOV at an orientation �⃗⃗� specified by azimuthal (𝜑) and polar (𝜃) angles 

about the geometric center of the scanner. Each histogram is referred to as a projection of 

the activities along a parallel set of LORs. The number of counts in each bin corresponds 

to the value of the line integral of the tracer distribution along the LOR within the object 

being imaged. Each bin center of the histogram is described by a vector 𝑠 = (𝑠, 𝑢) for a 

given projection angle. This notation is consistent with that shown earlier in Figure 1.3, 

but here a parallel set of LORs in considered instead of just one. The set of all projections 

at all angles subtended by the support of the PET detection system is referred to as a 

sinogram. A diagram which describes a single sinogram element 𝑝 = (𝑠, 𝜑, 𝑢, 𝜃) of an 

eccentric cylinder filled with activity is shown in Figure 1.5. Since the activity 

distribution is completely described by only three independent variables, e.g. x, y, and z, 

the projections thus contain redundant information which help to improve the overall 

sensitivity of the scanner and the signal-to-noise ratio in the reconstructed images.29 

The image reconstruction process is effectively a computation of the activity 

distribution that gave rise the detected projection data given a (forward) model of the 

imaging system which relates these two data sets. This problem is discrete as we cannot 

determine continuous distributions of the either the projection data or the image data. It 

follows that projection and image data can be organized as 1D vectors �⃗� and 𝑓, 

respectively. The imaging system can be represented as a matrix 𝐻 which operates on the 

image data 𝑓 to generate the projection data �⃗�. If the image and projection data contain N 

and M elements, respectively, then H is given as an M × N matrix and is referred to as the 
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system matrix. The system matrix can incorporate physical effects that impact the 

contribution of the nth image element to the signal of the mth projection element. It could 

be designed to model the effects of attenuation, scatter, non-uniformity in the detector 

elements, blurring effects associated with limits spatial resolution, or even gaps that may 

exist between detectors43. The elements of the system matrix hm,n thus correspond to the 

probability that an emission in the nth image element gets detected in the mth projection 

element. From this we can say the expectation value of the mth projection element is 

given as Eq. 0.12. 

 

Figure 1.5 An example oblique projection plane intersecting an eccentric cylindrical object. The 

sinogram elements of this projection are described by 𝑝 = (𝑠, 𝜑, 𝑢, 𝜃). The transverse and axial 

components of the projection are shown in left and right drawings, respectively. Individual LORs are 

depicted as double-headed arrows. The origin of the FOV is marked as O. 

 

It is standard practice to treat the number of counts in a projection element as a 

Poisson-distributed random variable.44 It follows that the probability of observing the 
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projection data �⃗� given a tracer distribution 𝑓 is the product of the individual 

probabilities over all M projection elements, as shown in Eq. 0.13. 

 
〈𝑔𝑚〉 = ∑ ℎ𝑚,𝑛

𝑁

𝑛=1

𝑓𝑛 

Eq. 0.12 

 

 

𝑃𝑟(�⃗�|𝑓) =  ∏
𝑒−〈𝑔𝑚〉〈𝑔𝑚〉𝑔𝑚

𝑔𝑚!

𝑀

𝑚=1

 
Eq. 0.13 

 

Here the notation 〈𝑔𝑚〉 is used to denote the expectation value of the mth projection 

element. The MLEM method42 seeks to estimate the image 𝑓 that maximizes the log-

likelihood function ℒ(𝑓), which is given as Eq. 0.14.43 Note that in this expression, terms 

that do not depend on the image elements 𝑓𝑛 are discarded as they will not affect the 

estimate of 𝑓 as the log-likelihood is maximized through differentiation with respect to 

𝑓𝑛. 

 

ℒ(𝑓) = ∑ [− ∑ ℎ𝑚,𝑛𝑓𝑛 + 𝑔𝑚𝑙𝑜𝑔 (∑ ℎ𝑚,𝑛𝑓𝑛

𝑁

𝑛=1
)

𝑁

𝑛=1
]

𝑀

𝑚=1

 
Eq. 0.14 

 

The MLEM method is employed for problems which involve incomplete data where a 

closed form solution of the standard maximum likelihood calculation does not exist and 

thus needs to be estimated iteratively.41 Typically, the first estimate of image elements 

𝑓𝑛
𝑖=0 =  1 for 𝑛 ∈ [1, 𝑁]. The image updates thereafter are described in Eq. 0.15.43 

 

𝑓𝑛
𝑖+1 = 𝑓𝑛

𝑖
1

∑ ℎ𝑚′,𝑛
𝑀
𝑚′=1

∑ ℎ𝑚,𝑛

𝑔𝑚

∑ ℎ𝑚,𝑛′𝑓𝑛′
𝑖𝑁

𝑛′=1

𝑀

𝑚=1

 
Eq. 0.15 

 

This update step determines a ratio of the observed projection data 𝑔𝑚with the projection 

data that one would expect from current image estimate, ∑ ℎ𝑚,𝑛′𝑓𝑛′
𝑖𝑁

𝑛′=1  and then maps 

that ratio to a factor that modifies the nth image element. 
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The MLEM algorithm guarantees convergence as the number of iterations approaches 

infinity as the log-likelihood can be shown to be increase monotonically upon each 

iteration.43 While a large number of iterations leads to an unbiased image estimate it also 

leads to high noise. This is primarily due to the fact the emission data are inherently noisy 

and so the image estimate that maximizes the consistency with the projection data are 

also noisy.44 In practice this is addressed by applying post-reconstruction smoothing, 

reducing the number of iterations, or imposing regularization in the likelihood function 

that enforces smoothness.43 As a final comment, the MLEM method requires the use of 

the entire projection data set to complete a single iteration which limits its usefulness in a 

clinical environment due to the duration of the reconstruction. To remedy this, a 

modification of the original method was proposed by Hudson and Larkin45 wherein only 

a subset of the projection data are used for each update which leads to an acceleration of 

the reconstruction. If, for example, the projection data were partitioned into five subsets, 

each of which are assumed to uniformly sample the projection data, then the 

reconstruction would be accelerated by a factor of five. This acceleration comes at the 

cost of no longer having guaranteed convergence to the ML image estimate and noise 

propagates into the image at an accelerated rate compared to MLEM.44 An example 

sinogram and reconstructed transverse image are shown in Figure 1.6 where the sinogram 

corresponds to a set of projection planes which were perpendicular to the z-axis of the 

system, i.e. θ = 0. These data were collected as part of the work described in Chapter 4 

and correspond to an acquisition of an anthropomorphic torso phantom with a cardiac 

insert. As you regard the sinogram from its base to its top, you will notice that objects 

that are not perfectly aligned in the center of rotation exhibit a sinusoidal trajectory, and 
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hence the name ‘sinogram’. The corresponding image shows the activity distribution 

within the phantom where there was no tracer injected into regions corresponding to the 

model lungs, spine and cardiac blood pool. A low activity was injected into the phantom 

cavity the encompasses the model organs and a higher activity was injected into the walls 

of the cardiac model. An air-bubble within the cardiac model, which rose to the top, is the 

cause of the discontinuity that can be seen in the cardiac insert. 

 

Figure 1.6 An example sinogram and image from a PET acquisition of an anthropomorphic torso 

phantom. This sinogram corresponds to the set of projections described by (s,φ) with a polar angle θ = 0º 

and a fixed u coordinate. A reconstructed transverse image of the phantom is shown on the right and is 

defined on x and y for a fixed z-coordinate. The most intense feature of the image is the cardiac model 

which has a horseshoe-like appearance in this perspective. An air-bubble in the cardiac insert caused the 

void at the highest region of the insert. 

 

1.3 Imaging the Heart with PET 

1.3.1 Anatomy of the Heart and Electrocardiographic Signals 

The work described in this thesis is aimed at PET imaging of the heart and so a brief 

description of the anatomy of the heart is provided here to make clear later mention of 

specific aspects of the heart. The heart is a muscular organ that is composed of four 
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chambers: the right (RA) and left atria (LA), and the right (RV) and left ventricles (LV). 

A cross-sectional diagram of the heart is shown in Figure 1.7 wherein all four chambers 

of the heart are depicted. The atria serve as inlet chambers of blood returning to the heart 

from elsewhere in the body. In particular, the right atrium is filled by blood from the 

superior and inferior vena cava which return de-oxygenated blood from, roughly, above 

and below the shoulders, respectively. The left atrium is filled with oxygenated blood 

returning the from lungs via the pulmonary veins. Blood passes from each atrium through 

a one-way valve into the corresponding ventricle. The right atrium and ventricle are 

separated by the tricuspid valve and the left atrium is separated from the left ventricle by 

the mitral valve. The right ventricle pushes deoxygenated blood to the lungs via the 

pulmonary arteries upon passing through the pulmonary valve. The left ventricle pushes 

blood through the aortic valve to the rest of the body via the aorta.  

The walls of the heart are a three-layered structure. From the interior to the exterior, the 

layers are the endo-, myo-, and pericardium.46 The myocardium contains the muscle cells 

that control cardiac contractions. The thickness of the myocardium, which varies 

throughout the heart, is associated with the amount of force needed by each chamber to 

perform its function.46 The atria are thin structures as they need only push blood into their 

adjacent ventricles. The right ventricle (RV) is responsible for driving blood to the lungs, 

and back, and it has a thicker myocardium than the atria. The left ventricle has the 

thickest myocardium as it must push blood throughout the entire body.  
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Figure 1.7 Basic anatomical diagram of the heart containing the four chambers, valves and major veins 

and arteries. This figure has been reproduced from the public domain clipart repository WPClipartiv. The 

file was accessed on February 10, 2020. 

 

Blood is supplied to the heart tissue via the right and left coronary arties which 

originate at the base of the aorta. Both the right and left coronary arteries sub-divide 

fractally to supply blood to all regions of the heart. The major coronary arteries, and 

which are relevant to this work, are the left-anterior descending (LAD), left-circumflex 

(LCX), and right coronary (RCA) arteries. These three arteries supply blood to the left 

ventricle, which, as will be described in the following section, is the primary imaging 

 

iv WPClipart: https://www.wpclipart.com/medical/anatomy/heart/heart_diagram.png.html 
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target of cardiac perfusion imaging studies. A common way of visualizing the LV is to 

map its 3D structure to a 2D surface, or polar map.47 An example polar map is shown in 

Figure 1.8, which is based on the so-called 17-segment model described within the 

American Heart Association’s scientific statement on the Standardized Myocardial 

Segmentation and Nomenclature for Tomographic Imaging of the Heart.47 At the center 

of the polar map is the apex of the heart and as the radial position increases the mapping 

moves from apex to the base. The apex-to-base extent is divided into four regions: apex, 

apical-, mid-, and basal-, which are depicted in the polar map as rings with increasing 

radii. The angular position can be referred to using compass-like directions where the 

North, East, South, and West positions on the polar map correspond to the Anterior, 

Lateral, Inferior, and Septal regions of the LV. Anatomical descriptions of each of the 17 

segments of this model are specified by a combination of the radial and angular 

descriptors. Segment 11, for example, is referred to as the mid-inferolateral segment. 

Also depicted in Figure 1.8 are approximate territories of the LV for which blood is 

typically supplied by the LAD, LCX and RCA (coloured as white, light gray, and dark 

gray, respectively). 

Cardiac contractions, or beats, are controlled by electrically conducted triggers within 

autorhythmic myocardial cells that are stimulated by the autonomic nervous system48. 

The cardiac cycle is initiated by the polarization of a cluster of cells located within the 

RA called the sinoatrial (SA) node46.  Upon electrical depolarization the atria contract (P-

wave) and blood flows into the ventricles while at the same time the electrical signals 

propagate to the atrioventricular (AV) node and initiate polarization among these cells48. 
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Figure 1.8 The American Heart Association 17-segment model provides a 2D polar map representation 

of the left ventricle. The coronary artery territories are indicated with gray shading. The region 

corresponding to the left-anterior descending (LAD), left-circumflex (LCX) and right coronary (RCA) 

arteries are shown in white, light gray, and gray, respectively. The outer annulus (segments 1 – 6) 

corresponds to the basal region, the middle annulus (segments 7 – 12) corresponds to mid region, the 

inner annulus (segments 13 – 16) corresponds to the apical level of the LV, and the apex (segment 17) is 

shown at the center. 

 

The AV node is located in the interatrial septum and is connected to conductive tissues 

which travel down the septum and split near the apex before extending upwards toward 

the bases of the RV and LV.46 The polarization and subsequent depolarization of the AV 

node is referred to as the QRS-wave on electro-cardiograms (ECG) and trigger ventricular 

contraction.48 Ventricular relaxation and re-polarization is triggered the T-wave.48 A 

schematic representation of the electrocardiographic signals is illustrated in Figure 1.9. 

The periods of ventricular contraction and relaxation are referred to as systole and 

diastole. 
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Figure 1.9 Schematic representation of a normal ECG signal. The P, QRS and T waves are indicated 

along the waveform. So too are the phases of ventricular systole and diastole. The period spanning 

subsequent R-waves is referred to as the R-R interval. The amplitude of the R-wave makes is easy to 

detect on ECG signals and serves as an indicator of the start of each cardiac contraction. The waveform 

shown in this figure was simulated using an open source MATLAB function called ECG simulation and 

was created by R. Karthikv. 

 

1.3.2 Myocardial Perfusion Imaging with PET 

Myocardial perfusion imaging (MPI) is a diagnostic imaging procedure used to assess 

the effectiveness of transport of blood, and the nutrients it contains, to myocardial cells. 

Reduced perfusion of blood to the myocardium can be an indication of elevated risk of 

adverse cardiac events, e.g. heart attack (myocardial infarction).49–51 In this section, the 

essential aspects of MPI in the context of PET are described. The information provided 

here is largely based on that described in the American Society of Nuclear Cardiology 

(ASNC) imaging guidelines/ Society of Nuclear Medicine and Molecular Imaging 

 

v Karthik Raviprakash (2020). ECG simulation using MATLAB 

(https://www.mathworks.com/matlabcentral/fileexchange/10858-ecg-simulation-using-matlab), MATLAB 

Central File Exchange. Retrieved February 12, 2020 
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(SNMMI) procedure standard for positron emission tomography (PET) nuclear 

cardiology procedure52. Due to the extent to which this section relies on that report, it will 

not be explicitly cited throughout. Additional resources have also been used and are cited 

explicitly. 

The goal of MPI is the detection of significant occlusion of coronary arteries that 

supply blood the myocardium, otherwise known as ischemic Coronary Artery Disease 

(CAD). Assessment of perfusion can help inform physicians of the best approaches for 

managing patients with known or suspected CAD. MPI is typically conducted twice for a 

single study; each corresponds to one of two physiologic conditions: rest or stress. Rest 

and stress states are distinguished by the flow rate of blood: a resting state corresponds to 

baseline blood flow rates and stress (or hyperemia) corresponds to elevated blood flow 

rates. Stress can be induced in patients through exercise or with the use of pharmacologic 

vasodilators agents that simulate exercise.  

Normal perfusion during stress imaging is associated with the absence of significant 

CAD, whereas reduced perfusion during stress is associated with ischemic CAD and/or 

prior infarction. In the event that perfusion is abnormally reduced at stress but not at rest, 

the ischemia is considered to be reversible, stress-induced ischemia. If perfusion defects 

are matched between stress and rest, the defect is not reversible and is associated with 

injury to the myocardium from prior infarct. Perfusion defects can exist regionally, or 

globally within the myocardium depending the number of coronary arteries that exhibit 

ischemia, e.g. single- versus multi-vessel CAD. The tracers used in MPI accumulate in 

the myocardium in proportion to the blood flow to the region and integrity of the muscle 

cells (myocytes). The activity shown on an uptake image also contains that of the tracer 
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concentration which is still in the blood and has not been taken up by the myocytes.53 As 

defects are assessed based on the relative reduction in uptake compared to the maximum 

uptake region (reference), global reduction in perfusion may appear to be normal. This 

effect may be observed in the case of triple-vessel CAD, in which case standard MPI has 

been shown to have an increase in false-negative test results. Likewise, global perfusion 

reduction can result from disease of microvasculature, as is common in uncontrolled 

diabetes.54,55 Determination of the absolute myocardial blood flow (MBF), as opposed to 

relative perfusion, has been shown to improve the sensitivity of detection of CAD for 

patients with globally reduced perfusion.56,57 MBF is a measure of the specific flow rate 

of blood transiting through myocardial tissue in units of volume of blood per unit time 

per gram of tissue (mL/min/g)58. Calculation of MBF necessitates dynamic imaging 

procedures wherein the activity within regions of interest in myocardium can be sampled 

as a function of time. Kinetic modelling of the radiotracer can then be performed to 

estimate. This process will be described in greater detail in Section 1.3.3. 

Perfusion data can be assessed qualitatively and/or semi-quantitatively to characterize 

the defect(s). The following represent qualitative descriptors. The location indicates the 

anatomical region of the myocardium in which a defect was observed. Due to the 

association of segments of the myocardium with specific coronary arteries, location 

information can provide insight as to the arteries involved with ischemic perfusion 

defects. The extent of a perfusion defect corresponds to its relative proportion of the 

myocardium size. Low, medium and large extents are associated with 5-10%, 10-20%, 

and >20% of myocardium, respectively. The extent can also be described by the number 

of left-ventricular segments that exhibit reduced perfusion. 
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Semi-quantitative assessments can be made as summed stress (SSS), summed rest 

(SRS), and summed differences (SDS) scores. These measures are based on a 5-point 

scale that stratify severity of perfusion defects within each of the 17 segments of the 

myocardium. The point values range from 0 to 4, and correspond no defect, mildly 

reduced, moderately reduced, severely reduced, and absent of activity, respectively. The 

SSS and SRS correspond to the sum of the values among all 17 segments from the stress 

and rest images, respectively. The SDS is the sum of the segmental differences between 

stress and rest scores across (stress – rest). These scores can simultaneously assess both 

severity and extent of perfusion defects. SSS scores in the ranges of 0-3, 4-7, and > 8, 

correspond to normal, mildly abnormal, and moderately to severely abnormal, 

respectively. 

When quantitative MBF is performed, myocardial flow reserve (MFR) can also be 

reported. MFR is determined as the ratio of MBF at stress to that at rest, indicating the 

ability of blood supply to increase to meet cardiac demand with exercise. Lower limits on  

normal stress MBF values, which range greatly among patients based on age, sex, and 

presence of traditional cardiovascular risk factors, have been reported59 as 2 – 5 mL∙min-1 

∙g-1. An MFR measurement greater than 2.3 corresponds to low risk of future adverse 

cardiac events. An MFR less than 1.5 indicates significantly reduced flow and an increase 

in risk of adverse cardiac events. Some discrepancy in these limits have been reported, 

e.g. in a review paper by Juneau and colleagues60, limits of 2.0 and 1.7 for normal and 

abnormal MFR were suggested. Stress MBF is often evaluated with MFR, as MFR alone 

can be erroneously low if rest MBF, its denominator, is unusually high. This can occur in 

patients with hypertension, for example. 
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The four most relevant perfusion tracers are 82Rb, 13N-ammonia, 15O-water, and 18F-

Flurpiridaz. In North America, PET MPI is largely restricted to the use of 82Rb and 13N-

ammonia, whereas 15O-water is also used in Europe and Japan.60 18F-Fluripiridaz61, 

however, is currently the topic of a Phase III clinical trial in the Unites States.62–64 

Several important properties like half-life, production method, kinetic behaviour, 

extraction fraction, retention fraction, and effective dose per scan are summarized for 

each of these tracers in Table 1.3.  

The half-life of a radiotracer has a significant impact on how it can be used clinically. 

82Rb, 13N-ammonia, and 15O-water, are relatively short-lived radiotracers; their half-lives 

range from approximately 1 to 10 minutes, which necessitates rapid access for clinical 

use. 13N-ammonia and 15O-water are produced using cyclotron accelerators that must be 

located at the clinic.  15O production has been reported using the 15N(p,n) reaction65 and 

13N has commonly been produced via the 16O(p,α) reaction.66 Note here that p, n and α in 

these reaction formulae represent protons, neutrons and alpha particles, respectively. 

82Rb, however, is produced using a 82Sr/82Rb (decay via electron capture) generator67 and 

can be eluted approximately every 10 minutes as the 82Rb activity reaches secular 

equilibrium with its parent isotope. 18F-based tracers must also be produced using 

cyclotrons (e.g. via the 18O(p,n) reaction68) but its nearly 2 hours half-life allows it to be 

transported from a production facility to the clinic. The half-lives are also associated with 

radiation doses committed to the patients. Short-lived tracers generally lead to smaller 

whole-body effective doses than longer-lived tracers. A typical PET MPI acquisition may 

lead to effective doses in the range of 1 – 4 mSv. In contrast, SPECT tracers which have 
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99mTc as their radionuclide (which has half-life of 6 hours) lead to effective doses in 

excess of 5 mSv59 or nearly as high as 10 mSv.69  

The energy spectrum of the emitted positron affects its range within human tissue. Of 

the four tracers listed in Table 1.3, 82Rb has the largest mean positron range. Increased 

positron range has adverse effects on the spatial resolution of the images as the positron 

may travel up to several millimeters away from its point of decay before annihilating with 

an electron in tissue. Positron range thus imposes limits on the precision with which the 

position of tracer can be estimated within the body. 

The biological properties of the tracers also dictate how they can be used clinically. A 

favourable tracer quality in the context of MPI is a specific biodistribution to the 

myocardium which leads to enhanced contrast with non-target tissues (e.g. blood, lungs 

and liver).59 Additionally, high retention of the tracer in the myocardium also makes 

visualizing the myocardium more effective as the tracer distribution is stable for longer 

periods of time.69 If MBF is being quantified, the rate of tracer extraction from the blood 

into the target tissue is an important factor. When tracer extraction fraction is high, 

measurements of MBF demonstrate less intra-patient variability as seen in repeated 

imaging procedures (or test-retest measurements).69 Of the tracers listed in Table 1.3, 

only 15O-water is not suitable for MPI as its retention fraction within the myocardium is 

effectively zero. This is associated with the passive bi-directional diffusion of water 

across the myocyte membrane59 which does not create stable uptake within the 

myocardium. For the same reason, though, the extraction fraction for water is unity, 

which means it is an ideal tracer for MBF quantification. The remaining perfusion tracers 

have non-zero retention fraction and thus permit high quality visualization of uptake 



 51 

within the myocardium. They also exhibit extraction fractions that are less than unity, and 

thus necessitate the use of flow-dependent extraction-corrections functions to determine 

MBF. 13N-ammonia and 18F-Flurpiridaz have extraction fractions that are relatively high 

compared to 82Rb and are expected to provide higher precision estimates of MBF.59 

Nevertheless, accurate MBF estimations has been reported for each of these tracers.70–73 

 

Table 1.3 Physical and practical characteristics of commonly used PET radiotracers for MPI imaging. 

The references associated with each characteristic are indicated after their names in the first column. 

 82Rb 13N-Ammonia 15O-Water 18F-Flurpiridaz 

Half-life [min]60 1.3 10 1.9 110 

Mean Positron Range in 

Tissue60 [mm] 

2.6 0.6 1.0 0.2 

Production60 Generator On-site Cyclotron On-site Cyclotron Regional Cyclotron 

Extraction Fraction69 

(Stress - Rest) 

0.40-0.70 0.95-0.99 1.00 > 0.9† 

Retention Fraction69 

(Stress - Rest) 

0.30-0.70 0.50-0.90 0.00 0.6-0.9† 

Effective Dose59 [mSv] 3‡ 1 0.4 4 
† These extraction and retention fractions for 18F-Flurpiridaz were collected from Juneau and colleagues, unlike the 

other values provided. 
‡ Note that effective dose in the range of 1-2 mSv have been reported which include rest and stress acquisitions74. 

 

 

1.3.3 Kinetic Tracer Modelling and Estimate of Absolute Myocardial Blood Flow 

The use of kinetic modelling in the estimation of absolute MBF was alluded to in the 

previous section. A description of kinetic modelling is provided here in the context of 

MBF estimation. A PET image is a discretized representation of the activity 

concentration within the body but the signal obtained for a given region of interest, or 

even in a single voxel, represents a superposition of the contributions the tracer 

concentrations in the constituent tissues contained within the image sampled region of 

interest (ROI), or voxel. Moreover, these individual contributions are generally integrated 

over the duration of the acquisition used to produce the image. Such an image is capable 
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of only spatial information of the tracer distribution within the body and provides limited 

information regarding the dynamics of the tracer within specific tissues. The purpose of 

kinetic modelling (KM) is to address such limitations; KM can be used to disentangle the 

signal contributions of the unique physiologic constituents within a region that is being 

sampled.53 More specifically, the kinetic model provides a relationship with which the 

blood flow within myocardial tissue may be inferred from a dynamic series of activity 

measurements taken from arterial blood and myocardial tissue.  

Kinetic models are based upon coupled differential equations that relate the dynamics 

of tracer molecules into and out of tissues that are relevant to the imaging target. The 

individual constituents are referred to as compartments. Absolute blood flow can be 

modelled using a two-compartment model (blood and perfused tissue), which is also 

commonly referred to as a one-tissue-compartment model.75 A schematic representation 

of this is provided in Figure 1.10(A). In this model the only tissue compartment is that of 

the myocardial tissue to which arterial blood perfuses from the adjacent capillary or 

capillary bed. The tracer concentration of the arterial blood, which serves as the input to 

the kinetic model, and myocardial tissue as a function of time are denoted as Ca(t), and 

Ct(t), respectively. The tracer influx and efflux rates are denoted as K1 and k2, 

respectively. While the relationship will be shown explicitly in the following, it is worth 

noting here that K1 is closely related to MBF and shares the same units. The net tracer 

flux across the capillary wall, 𝑑𝐶𝑡(𝑡) 𝑑𝑡⁄ , is the difference between flux into and out of 

the tissue compartment as shown in Eq. 0.16.53  This first order differential equation has 

the solution for Ct(t), shown in Eq. 0.17,75 where the symbol ⨂ denotes a 1D convolution 

operation. 
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 𝑑𝐶𝑡(𝑡)

𝑑𝑡
= 𝐾1𝐶𝑎(𝑡) − 𝑘2𝐶𝑡(𝑡) 

Eq. 0.16 

 

 𝐶𝑡(𝑡) = 𝐾1𝐶𝑎(𝑡)⨂𝑒−𝑘2𝑡 
Eq. 0.17 

This model could be extended to a two-tissue-compartment model where the tissue is 

further distinguished as the combination of myocytes and extracellular space, as shown in 

Figure 1.10(B), but the additional parameters are not necessary for accurate MBF 

estimation.67  

 

Figure 1.10 One- (A) and Two-Tissue-Compartment (B) model representations of blood flow within the 

myocardium. In both cases, capillary (Blood) regions and myocardial tissue are coloured as white and 

gray, respectively. Black arrows indicate the directions of tracer flux across compartmental boundaries, 

each of which is labelled with its respective rate constant. In the Two-Compartment model the 

myocardial tissue region is divided into two more specific compartments which are the myocytes and the 

extracellular space. 

 

MBF estimation is the process of estimating the kinetic model parameters from a series 

of measurements of the arterial input function and the myocardial tracer concentration. 

The measurements are derived from a dynamic image reconstruction of the perfusion 

study which begins with tracer injection and continues for a duration long enough to 

observe tracer equilibrium. For 82Rb studies, dynamic acquisition with durations of 2 to 6 

minutes have been reported.67 
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In practice, the kinetic model must be modified to account for the fact that a single 

voxel of a PET image contains many capillaries and myocytes and the resultant signal 

comes from the combination of these. The myocardial tracer concentration, which 

contains blood and tissue, can be denoted as 𝐶𝑚(𝑡) and is the weighted sum of the arterial 

blood and tissue tracer concentrations.67 The weights correspond to the fraction of the 

volume being sampled that each component occupies. The fractional blood volume and 

tissue volume are denoted as fa and ft, respectively. If we assume that the volume being 

sampled is strictly composed of these two components then ft equates to 1 minus fa, and 

we can reduce the complexity of our model by one free parameter. The estimated 

myocardium tracer concentration �̂�𝑚(𝑡) is defined in Eq. 0.18. If we substitute the tracer 

concentration of the tissue, defined previously, then our model takes on the form shown 

in Eq. 0.19. 

 
�̂�𝑚(𝑡) = 𝑓𝑎𝐶𝑎(𝑡) + (1 − 𝑓𝑎)𝐶𝑡(𝑡) 

Eq. 0.18 

 

 �̂�𝑚(𝑡) = 𝑓𝑎𝐶𝑎(𝑡) + (1 − 𝑓𝑎)𝐾1𝐶𝑎(𝑡)⨂𝑒−𝑘2𝑡 
Eq. 0.19 

 

Both fa and ft are also interpreted as correction factors for the partial volume effect that 

is associated with the limited spatial resolution of the imaging system which leads to 

activity spilling into or out of a region of interest.53 The last amendment to this kinetic 

model formula is the parameterization of K1 as a function of the myocardial blood flow, 

MBF. This is necessary for tracers that do not exhibit an ideal first-pass extraction 

fraction.  The Renkin-Crone permeability model is commonly employed to derive the 

functional form of K1.
53 In this model K1 is equal to MBF multiplied by the first-pass 
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extraction fraction E0. The functional form of K1 is defined in Eq. 0.20, where P 

represents the permeability of the tracer across the capillary wall and S represents the 

capillary surface area per unit mass of tissue. When the permeability-surface area product 

is large compared to blood flow, PS >> MBF, then K1 ≈ MBF. However, the converse 

changes the interpretation of K1 to be an indicator of the permeability of the capillary 

wall as when MBF >> PS, K1 ≈ PS/MBF. 

 
𝐾1 = 𝑀𝐵𝐹 ⋅ 𝐸0 = 𝑀𝐵𝐹 ⋅ (1 − 𝑒−𝑃𝑆

𝑀𝐵𝐹⁄ ) 
Eq. 0.20 

 

The extraction fractions for the four PET perfusion tracers were stated previously in 

Table 1.3. 15O-water has an ideal extraction fraction which implies that K1 is equivalent 

to MBF. The other tracers exhibit non-ideal extraction fractions and thus the Renkin-

Crone model is required. The use of the Renkin-Crone model introduces noise in the 

MBF estimates, the extent of which has been suggested to increase with the magnitude of 

the correction factor, i.e. more noise may be introduced in MBF measurements for tracers 

with low extraction fractions.59 

The problem of estimating MBF is cast as a parameter estimation problem using non-

linear regression methods. The data that are used to estimate the kinetic model parameters 

are derived from measuring the activity at specific regions of interest in a dynamic image 

reconstruction. Each voxel has a corresponding time-activity curve (TAC) which 

represents the measured activity at that location as a function of time. The 𝐶𝑚(𝑡) data are 

acquired from sampling the myocardium throughout the acquisition. The sampling points 

are determined from a late uptake image where a high contrast of the myocardium can be 

observed and are replicated for all earlier image frames. Historically, the arterial blood 

tracer concentrations were acquired from blood samples taken from the patient during 
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imaging.53 However, sampling methods have also been established for image-based 

measurements where a blood ROI is defined in the cavity of the left-ventricle or left-

atrium.52 Additionally, TACs can be derived from large regions-of-interest, segments of 

LV myocardium, for example, or the individual voxels therein. Figure 1.11 provides an 

example time-activity curve and LV polar map of blood flow from a clinical acquisition. 

Figure 1.11(A) shows the measured and modelled TAC data for an example study. The 

inputs to the one-tissue kinetic model described in Eq. 0.19, i.e. the measured blood pool 

𝐶𝑎(𝑡) and myocardium 𝐶𝑚(𝑡) activities, are shown by the red line and blue dots, 

respectively. The modelled myocardium �̂�𝑚(𝑡) and modelled tissue 𝐶𝑡(𝑡) activities, 

related as shown in Eq. 0.18, are indicated by the dashed blue and cyan lines, 

respectively. Figure 1.11(B) shows a polar map of the flow measurements within each of 

the sampled LV voxels in units of mL/min/g.  

 

 

Figure 1.11 Example kinetic modelling data from a clinical dataset. The time-activity curve (A) data are 

shown for the measured blood pool (red), measured myocardium (blue dots), the modelled activity of the 

myocardium (blue line), and modelled tissue (cyan) activity. The blood pool data have been averaged 

over a volume of interest in the LV cavity and the myocardium data shown correspond to an average 

across the entire LV. The polar map (B) depicts the estimated blood flow values in each of the voxels 

sampled within the myocardium. The mean ± SD flow value for this case is also indicated. 
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Apart from the previously mentioned cardiac spillover effects, which are associated 

with the partial volume effect, cardiac motion, and blood volume75, there are several 

factors that can affect the precision of MBF estimation. Examples are CT attenuation 

correction (AC) misalignment, extra-cardiac spillover, patient motion.76 CTAC artifacts 

are most notable at the interface of the antero-lateral wall of the LV with left lung due to 

the sharp gradient in the attenuation factors at this location, although careful registration 

of the CT and PET images can largely reduce these artifacts67. Extracardiac spillover 

corresponds to the contamination of activity measurements within the myocardium 

ROI(s) from tissues that exhibit high uptake outside of the heart. In 13N-ammonia 

perfusion studies late uptake in the left lung can lead to these effects in the lateral wall, 

and in 82Rb studies stomach wall uptake can potentially interfere with measurements in 

the infero-lateral segment.67  

The effects of patient motion are the chief concerns of this thesis. Patient motion can 

lead to CTAC misalignment artifacts as well as blurring in the PET images. Furthermore, 

patient motion can lead to incorrect spatial sampling of the arterial blood or tissue 

ROIs.77 A review of patient motion effects and compensation strategies is the topic of 

Chapter 2. 

 

1.4 Thesis Summary 

The work described in this thesis was aimed at applying a data-driven motion tracking 

technique to clinical cardiac PET/CT perfusion imaging studies to compensate for the 

degrading effects of patient motion. Motion of the heart due to respiration as well as 

whole-body motion are two separate problems that were considered. The primary 

approach to motion compensation was based on tracking the motion of small radioactive 
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markers placed on patients during imaging. Calculations of the marker motion directly 

from the raw list-mode data provided information that was used to infer the respiratory 

patterns of patients or whole-body displacements and subsequently perform various types 

of motion compensation. To evaluate the performance of the motion compensation 

methods involving the use radioactive markers other approaches were also employed. A 

commercial camera system was used to monitor patient respiratory patterns and a 

previously developed data-driven motion tracking algorithm was implemented to address 

whole-body motion. 
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Chapter 2  Patient Motion Tracking and Compensation 

2.1  Patient Motions: Respiratory, Cardiac and Body 

The problem of patient motion compensation is multi-faceted as there are various 

forms of patient motion for which various solutions have been proposed. Head motion in 

the context of brain PET imaging studies is effectively a rigid body problem as the brain 

remains fixed within the structure of the skull.78 As a result, motion compensation 

strategies that are effective in this application are not necessarily so for others. In the 

thorax motion exists which can be associated with cardiac contraction, respiratory 

displacements of the chest wall and the diaphragm, peristaltic motion, voluntary or 

involuntary body motion79 as well as ‘cardiac creep’77 – a gradual repositioning of the 

heart that may be observed during imaging as a patient’s breathing pattern returns to a 

resting state following the induction of stress by treadmill exercise . For this work, the 

primary concern is associated with cardio-respiratory, i.e. motion of the heart due to 

respiration, and body motion, both of which represent non-rigid forms of motion. 

Motion of the heart due to respiration was well documented in a study by McLeish and 

colleagues80 where magnetic resonance imaging (MRI) was performed while patients and 

healthy volunteers held their breath at various respiratory amplitudes ranging from full 

inspiration to full expiration. They acquired data for approximately 30 seconds for each 

breath-hold and performed rigid (translation and rotation) and non-rigid image 

registrations on the resulting images to model the motion of the heart. With respect to 

rigid motion of the heart during respiration they reported that motion along the superior-

inferior axis of the patient was dominant with a mean displacement of 12.4 mm compared 

to 4.3 mm and 2.0 mm for motion along the anterior-posterior and right-left direction. 
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More qualitatively, as people inhale their hearts move toward their feet, their chest wall, 

and slightly to the right. Rotations were more difficult to compare as the center of 

rotations differed among subjects, however, while considering both translations and 

rotations some points on the heart were displaced up to 30 mm between full inspiration 

and expiration. In regard to non-rigid motion of the heart, there was also great inter-

subject variability – to such an extent that some exhibited no effective non-rigid cardiac 

motion due to respiration. Some qualitative findings indicated that deformations were 

generally greater at the apex compared to the base of the heart. The magnitude of 

deformation tended to correlate with motion of the diaphragm, and non-rigid motion was 

weakly correlated with the magnitude of rigid motion.  

Body motion is more difficult to define than that of respiratory or cardiac motions. The 

term body motion is vague and is often used to describe generally voluntary or 

involuntary sources of motion like a deep cough or efforts exerted by a patient to re-

position themselves when in discomfort.77 Body motion is frequently modelled using 

only translational descriptors which is certainly an oversimplification but also one that 

has been demonstrated to be beneficial in regards to improving image quality and 

quantification.81 In regard to cardiac perfusion PET studies several groups have published 

reports on the prevalence, magnitude, and time of occurrence of rigid patient motion. 

Hunter and colleagues82 reported that body motion with magnitudes ranging from 5 mm 

to more than 10 mm was identified in 62% of cases among a cohort of 236 patients who 

underwent 82Rb dynamic imaging aimed at measuring absolute myocardial blood flow. 

They also reported that motion did not appear to be more frequent for any particular time 

point during the 8-minute acquisitions. From most to least prevalent, they found that 
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motion prevalence was ordered as follows: the superior-inferior, anterior-posterior and 

right-left axes. Among these, patients tended to move superiorly, posteriorly and equally 

left and right. A similar study by Lee and colleagues83 examined body motion among 225 

patients that underwent 82Rb myocardial perfusion imaging studies. They reported a time-

dependent motion prevalence noting that motion was found more frequently in the early 

time frames when the tracer had not yet perfused into cardiac tissue particularly during 

stress acquisitions. During stress acquisitions motion occurred more frequently toward 

the inferior and septal (approximately to the right) directions. During rest, however, 

motion in the inferior direction was predominant. 

The long acquisition times associated with PET imaging make them more susceptible 

to artifacts84 from all forms of motion that have just been described. The effect of patient 

motion is largely that of inaccurate tracer distribution estimation due to a loss in spatial 

resolution as well as mis-alignment with PET emission data and corresponding 

attenuation correction map.85 When the motion extent is relatively large compared to the 

spatial resolution of the scanner the effects become more severe which can potentially 

lead to degradation in image quality which affects the interpretation of the images and, 

possibly, misdiagnosis of the patient.84 Moreover, as PET systems continue to advance 

with respect to hardware and reconstruction techniques the spatial resolution will 

continue to improve thus leading to greater influence of patient motion on image 

quality.84 

Kortelainen and colleagues86 performed SPECT/CT acquisitions of a moveable cardiac 

phantom wherein respiratory motion was simulated with varying magnitudes. They 

demonstrated the perfusion defects became less pronounced in the presence of respiratory 
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motion compared to a motion-free acquisition. Additionally, the effects of motion were 

predominant in the anterior and inferior walls of the cardiac phantom. In another study by 

the same group, dual cardiac-respiratory gating was performed to assess the effect of 

these forms of motion on function MPI measurements like LV volume, wall motion and 

thickening.87 They demonstrated that dual gating for cardiac and respiratory motion 

compensation led to small, but significant, increases in LV volume, and reductions in 

wall thickening throughout the cardiac contraction. They did not, however, demonstrate 

significant changes in relative perfusion measurements. It is important to note that both of 

these studies were performed using SPECT/CT acquisitions which generally have spatial 

resolution that is poorer than that of PET/CT. While trying to apply these measurements 

to PET MPI, it is not unreasonable to expect that these effects could become more 

pronounced. 

For dynamic cardiac acquisition where absolute blood flow quantification is being 

performed patient motion can affect not only image quality, as described for MPI, but 

also the dynamic activity sampling within the blood pool and the myocardium.85 

Incorrect sampling due to patient motion often presents itself in the time-activity curves 

and manifests as discontinuities or spikes along the measured curves.77 In a small clinical 

sample of seven patients, Yu and colleagues demonstrated that respiratory motion 

correction led to substantial increases in MBF and CFR, e.g. mean increase of 15% and 

19%, respectively. The increases tended to be larger when motion was more severe. In a 

study by Hunter and colleagues82 that used an extensive computer simulated dataset 

based on clinically observed translational motion, it was shown that errors in MBF as 

high as 250% could be expected and as high as 500% in extreme cases.  
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2.2 Motion Tracking 

To address the problem associated with patient motion many researchers have proposed 

methods to compensate or correct for patient motion. Motion compensation may be 

achieved through patient coaching and/or immobilization. This framework involves 

communicating the importance of remaining motion-less to the patient, providing them 

with training or explanations of the methods/devices that will be used to immobilize them 

or minimize motion, as well as coaching during imaging. Immobilization methods are 

largely applied within the domain of oncologic PET/CT studies used for radiation therapy 

treatment planning88, but patient coaching or breath-hold techniques are more generally 

applicable to PET studies covering the thorax, e.g. cardiac PET/CT. A discussion of these 

methods is provided in Section 2.3.1.  

Alternatively, there are also motion compensation or correction approaches that are 

predicated on the use of a model of the patient’s motion, that do not require 

immobilization and are less dependent on patient compliance with training or coaching. 

To attain such motion information some sort of motion tracking system is needed. Two 

general categories exist with which different tracking methods can be distinguished: 

hardware and data-driven methods. The hallmark of the former category is the use of 

some ancillary device that is used in addition to the medical imaging system that can 

track a patient’s movement. The specific device used often depends on the type of motion 

that is being tracked, but some common hardware systems consist of optical cameras 

which track fiducial markers placed on the patient or non-visual systems that monitor 

physiologic functions of the patient like respiration or electrocardiographic signals. A 

brief review of some common hardware-based motion tracking systems is provided in 
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Section 2.2.1. Data-driven methods, however, seek to perform the same tracking tasks 

without the use of ancillary devices. In particular, data produced by the imaging device 

itself are used to generate information about a patient’s movement. The signal of a PET 

scanner comes from the coincident detection of annihilation photons which are initially 

collected in a simple list, sorted into emission sinograms, and then reconstructed into 

tomographic images; various data-driven tracking methods have attempted to measure 

patient motion using each of the data forms. The elegance of the data-driven methods 

stems from their use of data that already exist without the need for additional, and often 

expensive, equipment to track patient motion. The corollary of which is that patient setup 

and preparation becomes more efficient which can be beneficial for patient comfort as 

well as for the operation of the PET clinic. While these characteristics have significant 

potential benefit, data-driven tracking methods are not well established in clinical use 

compared to their hardware-based alternatives which are more established. While data-

driven methods remain largely in the domain of research89, several major PET scanner 

vendors have now also begun offering commercial data-driven solutions for motion 

trackingvi and indeed it will be interesting to see if their use becomes more commonly 

adopted. A brief overview of various data-driven motion tracking methods is also 

provided in Section 2.2.2. 

The bulk of the work presented in this thesis, however, is aimed at one particular 

motion tracking algorithm which is, in a way, a hybrid technique of the two categories 

just described. The positron emission tracking algorithm, or PeTrack, is a computational 

 

vi Examples of commercially available data-driven motion correction solutions: MotionFree, GE 

Healthcare; and OncoFreeze, Seimens Healthcare. 
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method designed to track the motion of point-source positron-emitting markers using the 

list-mode coincidence data. This method was originally designed for applications in 

radiation therapy90 but was extended for use during positron emission tomography.91,92 

PeTrack will be described in the following section. 

2.2.1 Hardware-Based Tracking 

Earlier in this section, the concept of a hardware-based tracking system was introduced. 

In this section, more details about their use and several common commercial examples 

are provided. This list is not exhaustive, but they are included here primarily to provide 

the reader with some scope of the available options.  

In the context of PET imaging, hardware-based tracking systems monitor, either 

directly or indirectly, physiologic processes like respiration or cardiac contraction for the 

purpose of modifying the image acquisition or the reconstruction to compensate for 

associated motion artifacts. They are largely external monitors that are placed on the 

patient and do not require invasive methods such as interstitial insertion which is used in 

some radiation therapy applications.93 A principal assumption of their use is that the 

external signal correlates well with internal motion of the imaging target. When 

designing such devices several aspects must be taken into consideration: the invasiveness 

of the device, patient comfort and tolerability, adaptability for different patients, and the 

ease of set-up and/or use by the operator.94 Additionally, a good tracking system should 

respond quickly to variations of the signal, not introduce shifts in the baseline signal, 

should have high signal-to-noise ratio, and must not produce artifacts in the acquired 

image.94 These systems monitor physiologic signals of the patient either directly or 

indirectly; the latter is much more common. With respect to respiratory monitoring 
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systems, a direct monitor would consist of measures of the flow of air into and out of the 

lungs, whereas indirect monitors usually correspond to monitoring movement of the 

external surface of the patient’s chest or abdomen. These systems generally track 

respiratory motion at a frequency of 25 to 40 Hz and can respond quickly to human 

breathing rhythms which have principal frequencies in the approximate range of 0.1 to 

0.5 Hz. For applications in PET, these systems generate respiratory triggers that mark 

specifics phases or amplitudes of the respiratory cycles. The respiratory triggers of 

devices that can be integrated with the PET system can be included in the coincidence 

event stream (list-mode data) and retrospectively used to gate the raw data according to 

phase or amplitude. If the tracking system cannot be integrated with the PET system in 

this way, the recorded signals can be processed retrospectively to allow a user to 

reconstruct a respiratory-gated image series. Table 2.1 provides details of several 

respiratory monitoring systems that have been used in respiratory-gated PET/CT studies. 

The two most used respiratory monitoring devices are the Real-time Position 

Management (RPM) system (Varian Medical Systems, Palo Alto, United States of 

America) and the Respiratory Gating System AZ-733V (Anzai Medical, Tokyo, Japan).94 

Details on these are included in the table below, but briefly, the RPM is an optical 

tracking system which records the motion of a plastic block with reflective markers 

placed on the patient’s chest or abdomen and the Anzai system is a belt-device worn by 

patients that produces an electric signal that is correlated with pressure induced by its 

expansion during respiration. 
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Table 2.1 Five commercial respiratory gating systems are described. Comments about their use, strengths, and weaknesses are also provided. Information 

about these systems has largely been attained from the following review papers on the topic of motion management in PET imaging: Motion-tracking 

hardware and advanced applications in PET and PET/CT by V. Bettinardi et al.94; and Respiratory Motion in Positron Emission Tomography/Computed 

Tomography: A Review by S. A. Nehmeh and Y. E. Erdi.100 

Tracking System Description Comments 

Real-time Position Management 

System (Varian Medical Systems, Palo 

Alto, United States of America) 

A CCD system that both emits and detects light in 

infrared and visible spectrum monitors the motion of 

a block placed on the patient with passive reflective 

markers. The camera is typically mounted at the end 

of the patient table and the block is placed by 

technologists on the chest/abdomen94. 

The most widely used commercial respiratory monitoring system. 

The line of sight between the reflective marker and the camera can 

become obstructed by a patient’s body or by the use of warming 

blankets101. Correlation between the RPM signal has been compared to 

that of tumour motion (lung and liver) as seen from 4D CT; good 

correlations were observed with inferior-superior tumour motion 

during respiration102. 

Respiratory Gating System AZ-733V 

(Anzai Medical, Yokyo, Japan) 

A belt system which is worn by the patient that 

monitors chest/abdomen expansion and compression. 

The belt contains load cells which generate an 

electronic signal according to variations in the tension 

on the belt94. 

A popular commercial respiratory gating system. The tension sensor 

requires calibration prior to each use94. Has been shown to correlate 

well with the signals generated by the Varian RPM system103, except in 

some cases of irregular breathing where phase shifts occurred between 

the two systems when they were set to trigger at particular respiratory 

phases104. 

PMM (Siemens, Medical Systems, 

Erlangen, Germany 

A spirometer device that directly measures the 

volume and rate of air flow during respiration. 

Consists of a mouth-piece through which a patient 

must breathe94. 

Provides direct measurement of the respiration. Shown to be 

accurate105 and reproducible106. 

Trigger generation is hindered by susceptibility to baseline signal 

drifts107. A nasal clip is used on patients to force mouth breathing, 

which is not always tolerated well and complicates patient setup94. 

BioVET CT1 (Spin Systems, 

Brisbane, Australia) 

A temperature sensitive probe placed at the nostril 

of a patient which measures the changing air 

temperature during respiration with respect to the 

ambient room temperature100. 

The use of a similar device was reported to provide practical benefit 

in oncology PET studies in spite of the need for occasional intervention 

by technologist to adjust the temperature trigger thresholds108. 

Respiratory Bellows Systems 

(Medspira, Minneapolis, United States 

of America) 

A bellows fixed to a belt that is worn around a 

patient’s chest or abdomen which changes in size 

during compression and expansion of the chest. A 

pressure sensor within the bellows tube generates a 

respiratory wave form as the bellows compresses and 

decompresses the air in the tube94. 

The bellows has been coupled with the Mayo Clinic respiratory 

feedback system (Mayo Clinic, Rochester, United States of America) 

which produces a visual indicator of respiratory phase. Together these 

devices can be used to coach patient breathing and/or for breath-hold 

acquisitions94. 
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Other optical tracking systems have been designed to monitor (in)voluntary rigid 

patient motion. Two commonly used systems during neurological PET studies are the 

Polaris95  and Vicra96 tracking devices (Northern Digital, Waterloo, Ontario, Canada). 

These devices track the rigid (rotations and translation) motion of passive reflective 

markers that are fixed to a support structure that is mounted on a patient’s head during an 

imaging procedure.95 

2.2.2 Data-Driven Tracking 

One of the earliest, and perhaps most intuitive, methods of tracking patient motion 

using data derived from the PET scanner was based on multiple acquisition frame (MAF) 

image reconstructions. Within this framework, many images would be reconstructed from 

short time intervals of the acquisition from which the motion of the patient could be 

inferred. The MAF approach was initially proposed by Picard and Thompson97, although 

in their implementation the motion information was derived from an external optical 

tracking system. Nevertheless, the MAF approach was later adapted for use in PET 

motion tracking without an external tracking system. Feng et al.98, proposed a method of 

extracting patient motion information from a time-series of tomographic SPECT or PET 

images by identifying a generalized set of center-of-mass point within image volumes 

and tracking their motion dynamically. Mukherjee et al.99 estimated patient motion 

during brain PET studies via mono-modality image registration of short duration (5 s).  

 

Using modern hybrid PET/MR scanners, simultaneous dynamic MR acquisitions have 

been used to estimate high-resolution patient motion also with the use of image 
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registration techniques. This approach has been applied to estimate cardiac and 

respiratory motions.109,110 

A significant limitation of the MAF motion estimation approach is the computational 

burden of reconstructing many images. To address this issue, others have implemented 

data-driven motion estimation/tracking methods that rely, instead, on the raw emission 

data acquired by the scanner. In the case of PET scanners, these data are typically stored 

in three-dimensional sinograms. If the scanner has TOF capability, then the raw emission 

data may instead be stored as a four-dimensional sinogram. This format of the data 

includes all prompt coincidence detections which have not been corrected for losses due 

to deadtime, detection efficiency, attenuation or decay of the radiotracer, yet many have 

shown that raw emission data contains useful information from which patient motion can 

be inferred. 

Klein and Huesman111 demonstrated that the temporal fluctuations of the axial center-

of-mass of the emission data could be used to derive meaningful respiratory signals of 

patients undergoing PET acquisitions with stable radiotracer distributions, e.g. 18F-FDG. 

Others have identified sets of voxels in the 3D raw data space that exhibit large 

magnitudes in the power spectra in the range of frequencies that correspond to respiratory 

motion and then derived respiratory signals from the intensity fluctuations within this set 

of voxel throughout the PET acquisition.112,113 Thielemans et al114 proposed the 

application of principal-component analysis (PCA) on short frames of the raw emission 

data to extract motion signals that correspond to cyclical motions. 

The most basic form of the data acquired by PET scanner is the list-mode data, which 

is simply a record of each prompt coincidence event detected by the scanner interspersed 
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with regular time-stamp events. The coincidence events contain indices of the crystal-pair 

that detected the event from which the geometric information about the event, or LOR, 

can be determined. Others have proposed tracking methods using list-mode data in which 

no radioactive markers were used. The capability of storing list-mode data is relatively 

new compared to the lifespan of PET systems, and so data-driven methods using this data 

format are also relatively new. One of the earliest approaches was proposed by He et 

al115, in which the coincidence count-histogram of the list-mode events over short time 

frames was used to estimate a respiratory signal. This method, based on knowledge of the 

geometric sensitivity profile of common PET scanners with a limited axial FOV, 

assumed that respiratory motion would cause temporal fluctuations in the scanner count 

rate as tissues with high radiotracer uptake move within regions of spatially variant 

detection sensitivity. Others calculated the axial component of the trajectories of the 

center-of-mass of LORs corresponding to regions-of-interest about the imaging targets, 

e.g. the heart in cardiac PET acquisitions, over short time frames to derive respiratory 

signals.116,117 Lastly, investigators at the Yale PET Center have developed centroid-of-

distribution tracking methods to estimate respiratory and whole-body (or bulk) patient 

motion signals.118,119 In this approach, the geometric centroid of a set of LORs, either 

associated with full scanner FOV or a region-of-interest, is tracked over short time 

intervals to derive a 3D motion signal of the patient. 

In addition to the data-driven approaches just mentioned, several other groups have 

studied the use of tracking the motion of external radioactive fiducial markers with the 

PET system. These methods constitute a hybrid approach between hardware and data-

driven methods in that the PET scanner is being used to produce the tracking signal, but 
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the signal is derived from an external radioactive source placed within the PET scanner’s 

FOV. Interestingly, radioactive markers have been used in each of the data-driven 

frameworks just described, i.e. image-based MAF motion tracking, motion tracking with 

emission data, and also using list-mode data. Examples of MAF motion tracking are 

found in the work of Naum et al.120 who used external markers to retrospectively track 

patient motion in dynamic H2
15O cardiac blood flow studies and also Nazarparvar et al.121 

who reconstructed 0.5 s duration frames during brain PET simulation studies to estimate 

head motion during the acquisitions. Büther et al.122 reported their use of radioactive 

marker motion tracking in short duration sinograms for respiratory gating during liver 

and lung oncological PET studies. The PeTrack algorithm, proposed in this thesis, is an 

example of a radioactive marker-tracking approach that operates on list-mode data which 

has been applied to respiratory gating (see Chapter 3) and whole-body motion tracking 

(see Chapter 4 and Chapter 5) in cardiac perfusion PET studies. The PeTrack algorithm 

will be described in Section 2.4 along with a motivation for its use compared to these 

alternative methods. 

2.3 Compensation and Correction 

2.3.1 Breath-hold Techniques and Patient Immobilization 

Prior to the inclusion of motion tracking systems in the clinical environment, and 

currently in busy clinics or those without resources to invest in additional motion-

tracking equipment, motion compensation is attempted by a combination of patient 

training prior to imaging, patient coaching during imaging, and immobilization devices. 
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Even in the presence of motion compensation systems, educating patients on the 

importance of remaining as motionless as possible during imaging is essential. 

Breath-hold techniques are characterized by acquiring data during periods when the 

patient is not breathing. As there are limits to the amount of time that a person can 

comfortably hold their breath, multiple acquisitions are typically required during breath-

hold and are then summed to generate a final image from a sufficient number of counts. 

Typically, the patient is instructed or coached to hold their breath at a specific respiratory 

phase. Deep-inspiration breath-holds during PET acquisitions have been investigated 

extensively100, particularly in the context of oncologic studies of the thorax where 

respiratory motion can significantly reduce the apparent uptake of small lesions in the 

lungs or liver.123 Breath-hold techniques have also been investigated in the context of 

myocardial perfusion imaging124 but the clinical use has been marred by the potential for 

extended imaging time, reduced throughput, patient discomfort, and, possibly, increased 

radiation dose125. The specific breath-hold protocols vary in terms of the number of 

acquisitions and duration of individual breath-holds, and breath-holds ranging from 20 

seconds to as long as comfortably tolerated by patients have been reported.123,126,127 

Mitsumoto and colleagues128 sought to investigate various protocols to determine the best 

with respect to enhancing thoracic lesions uptake and recommended that at least three, 20 

second, breath-hold acquisitions be used. Kini and colleagues129 have also found that the 

methods used to coach patient-breathing also have an impact on the overall performance. 

Coaching methods included a combination of audible prompts and visual feedback of the 

patient’s real-time respiratory displacement. 
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Immobilization devices have also been proposed to control or suppress respiratory 

and/or body motion during PET acquisitions.88 In the context of cardiac perfusion studies, 

Ichikawa and colleagues130 investigated the use of an abdominal belt worn by patients to 

suppress the extent of respiratory motion. They found that the belt system, which the 

study participants reported as being well tolerated, significantly reduced the motion of the 

heart due to respiration compared to free-breathing: 8 mm of motion compared to 12 mm, 

respectively. They also showed that the belt aided in reducing the frequency of artifactual 

reductions in tracer uptake associated with respiratory motion during free-breathing. A 

pulsatile flow ventilation (PFV) system, not unlike a sleep apnea machine, was 

investigated by Prior and colleagues131 in a cohort of four patients to immobilize patient 

respiration while still providing constant oxygen supply and carbon dioxide extraction. 

While breath-holds may be maintained for periods up to 30 seconds by most patients, the 

PFV system was able to produce an apnea-like state among these patients for periods 

greater than 8.5 minutes.  The authors indicated that nearly 45 minutes was required for 

patient preparation and device setup. 

2.3.2 Respiratory and Cardiac Gating 

For PET studies where the imaging targets are located in the thorax, cyclical 

respiratory and cardiac motion are present that can lead to motion-induced artifacts. 

Aside from the breath-hold and respiratory suppression techniques just described, motion 

tracking systems can be employed to monitor patient respiration to provide a form of 

motion compensation known as gating. Gating is a process by which acquisitions are 

limited to particular phases (or amplitudes) of a cyclical physiological process. In regard 
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to respiration, a gating system can be used to collect or group raw data from numerous 

respiratory cycles at a specific phase, e.g. end-expiration or end-inspiration, such that the 

image reconstructed from the gated data is effectively motion-free. This process comes at 

the cost of increased image noise, or prolonged acquisition times, as all the data that do 

not correspond to the selected phase are discarded. Multiple gates can be generated 

simultaneously resulting in a series of images corresponding to each gate. When 

displayed in a loop, or cine image, the cyclical motion can be visualized. For cardiac 

perfusion studies, gating based on the cardiac cycle is routinely performed to assess for 

left-ventricular function and volumes.52 Cardiac gating is facilitated through 

synchronized acquisition of PET data along electrocardiographic (ECG) signals from the 

patient. Cardiac triggers are generated and stored in the list-mode data and subsequently 

used to gate the raw data into a number of frames for each recorded R-R interval. Figure 

2.1 provides a graphical representation of these two gating methods. 

Respiratory gating was reported by Livieratos and colleagues79 for cardiac PET studies 

using an inductive respiration monitor which allowed them to retrospectively gate the raw 

data and reconstruct a respiratory-gated image series. Analysis of the gated images 

revealed cardiac motion due to respiration with magnitudes that were similar to the wall 

thickness of the left ventricle, e.g. mean motion of 8.5 mm along the inferior-superior 

direction. They demonstrated that respiratory gating could be employed successfully to 

mitigate motion-induced artifacts. In a study by Wells and colleagues101, respiratory 

gating was used to assess the frequency and extent of segmental errors in relative 

myocardial perfusion imaging in PET/CT due to the mis-alignment of the attenuation 

correction maps associated with respiratory motion. 
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Figure 2.1 Schematic representation of the gating process. Triggers can be derived from physiologic 

monitoring devices, e.g. ECG or respiratory monitoring systems, as well as based on pre-defined 

dynamic time frames. In the dynamic acquisition the list-mode data from each reconstructed frame come 

from contiguous blocks. In the ECG or respiratory gated acquisitions, the data corresponding to each 

frame are sampled throughout the original data set in a repeating fashion corresponding to the 

physiologic state of each frame. The ECG signal shown here was produced using an open-source 

function by Kathrik Raviprakash (2020)vii. 

 

The Varian RPM system was used to monitor respiratory motion. Within a cohort 190 

patients, 310 scans acquired at rest or stress were initially evaluated. From these, nine 

were exhibited significant motion and significant segmental perfusion differences 

between the end-inspiration and end-expiration gates. The reconstructions for these 9 

 

vii Kathrik Raviprakash (2020) ECG simulation using MATLAB, 

http://www.mathworks.com/matlabcentral/fileexchange/10858-ecg-simulation-using-matlab, accessed 

January 14, 2020. 
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scans were repeated with respiratory-phase matched attenuation correction. The 

segmental perfusion errors were corrected in 8 of the 9 cases. 

While cardiac gating is not generally performed for the purpose of motion 

compensation, research on that topic is not uncommon, an example of which was 

reported by Martinez-Möller and colleagues132 in a study where both cardiac and 

respiratory gating were applied to generate images corresponding to end-diastole at 

various respiratory phases. In their study they reported information about non-rigid 

cardiac deformations that occurred due to respiratory motion alone, i.e. they showed that 

greater motion was observed for the inferior LV wall compared to the anterior wall. In 

another study by Germino and Carson75, cardiac gating was used to perform kinetic 

modelling of myocardial blood flow in simulated and human (N = 1) 82Rb studies such 

that both blood flow and cardiac function could be assessed simultaneously. Additionally, 

respiratory motion compensation was also applied based on respiratory motion tracking 

using the Anzai pressure belt system described previously (see Table 2.1). 

2.3.3 Motion Correction 

In a similar fashion to the data-driven motion tracking methods described previously, 

motion correction has been employed before, during, and after the image reconstruction 

process on different formats of available data. In this section an overview of the most 

common classes of motion correction strategies are introduced. 

One of the most common approaches to motion correction corresponds to the extension 

of the multiple-acquisition frame (MAF) motion estimation approach described in 

Section 2.2.2 where a final motion-corrected image is produced after averaging the set of 
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registered frames. An early example of this method was reported by Klein and 

colleagues133 where a non-rigid image registration technique was employed to transform 

a set of gated images to the reference gate and then sum the images. In their study they 

tested their approach on a cardiac-gated PET study performed on a dog but only 

attempted registration (and summation) of images corresponding to end-diastole and end-

systole. They reported qualitative improvements observed in the motion-corrected images 

compared to summation without motion correction. A more recent study by Slomka and 

colleagues134 reported the use of the MAF motion correction approach applied to dual-

gated cardiac perfusion PET studies. In their approach both respiratory and cardiac 

motion triggers are inserted into the list-mode data and using these they separately 

reconstructed cardiac or respiratory-gated images. From each gated series, cardiac and 

respiratory motion are estimated independently using image registration techniques. The 

two motion models were then combined to produce a single motion-corrected image. 

They showed significant improvements in myocardial contrast and significant reductions 

in image blur as measured by LV wall thicknesses.  

Prior to image reconstruction the available data correspond to the list-mode or raw 

projection (sinogram) data. Several groups have developed event-by-event motion 

correction methods wherein individual LORs in the list-mode data are transformed to 

account for the motion exhibited by a patient. One of the earlier examples of this 

approach was studied by Bloomfield and colleagues95 in the context of neurological PET 

studies. In their work, an optical motion tracking system was used to monitor 3D real-

time head motion, which was retrospectively used to transform individual LORs to 

correspond to a reference position. Using data from a physical phantom and a single 
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patient acquisition promising results were shown. Most notably, while performing the 

kinetic modelling on the patient data set, motion correction was shown to improve the 

obvious motion-induced irregularities of the time-activity curves. Livieratos and 

colleagues135 also applied rigid transformation to individual LORs using motion data 

gleaned from image-registration of respiratory-gated images in cardiac PET studies. They 

demonstrated improvements in the contrast recovery coefficient in phantom studies 

where respiratory-like motion was simulated. In both of these approaches, care must be 

taken after transforming LORs to account for the spatially variant changes in the scanner 

detection efficiency as well as attenuation correction as transforming a given LOR results 

in different trajectories through the patient’s body as well as crystal-pair end points. 

Another approach is to incorporate motion data into the image reconstruction process 

by extending the scanner system matrix to be four dimensional where the fourth 

dimension is a temporal component that includes patient motion information. The 

forward and back-projectors could be modified, for example, to have different photon 

trajectories for specific frames or instances throughout the acquisition. Qiao and 

colleagues136 demonstrated such an approach using numerical and physical phantom 

simulation studies of respiratory-gated cardiac PET/CT studies. In their work they 

assumed that 4D respiratory-gated CT images were available, from which a respiratory 

motion-model could be established and applied to the gated PET data for respiratory 

motion correction. They demonstrated image quality improvements like increased signal-

to-noise ratios and reduced bias when performing motion correction by modifying the 

PET system matrix with measured motion data. Deriving motion information from 4D 

CT data, however, is generally not desirable due to the increased radiation exposure137 to 
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patients compared a single, static, CT acquisition. Additionally, 4D CT acquisitions may 

also lead to increased complexity of imaging protocols.101 It follows that these data are 

often unavailable to generate patient-motion models. 

Others have developed methods that extended the statistical likelihood model to 

include transformation parameters, rigid or otherwise, such that joint estimation of the 

motion parameters and the image occur during the reconstruction process. Jacobson and 

Fessler138 proposed such an approach which was tested on numerical phantom studies. 

They found that the joint estimation approach led to more accurate motion estimation but 

did not improve lesion uptake when compared to post-reconstruction image registration 

methods. More recently, Kalantari and colleagues139 developed a similar approach but 

they reportedly used non-rigid image registrations to initialize motion models prior to the 

joint image and motion estimation. They reported significant reduction in blurring of 

lesions of various size and uptake using numerical phantom studies which included 

respiratory motion. 

One common drawback among these motion correction approaches is that they make 

use of raw data that have already been gated and it follows that intra-gate motion may 

exist for which they are not able to account. In some of the methods where motion 

estimation was achieved from a system that is independent of the images, e.g. the optical 

tracking system used by Bloomfield95 in the brain PET studies, this problem may be 

obviated. Moreover, Klein et al133 reported that caution should be exercised when 

estimating motion information from PET images as they are generally noisy and of low 

spatial resolution and it follows that errors may propagate into the motion estimates. 
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2.4 Positron Emission Tracking (PeTrack) 

2.4.1 The Tracking Algorithm 

Before describing PeTrack it is helpful to review quickly the β+ decay process which 

effectively terminates following the detection of the resulting annihilation photons. 

Recall from Section 1.1.2 that following a β+ decay, the positron will travel some 

distance in its surrounding medium before annihilating with an electron. The resulting 

annihilation photons will then be emitted in an approximately collinear fashion (180º) 

and be observed by a detection system which has some finite spatial resolution. Each of 

these cascading processes influences one’s ability to determine the position from which 

the decay originated. It follows that a model of the probability density function (PDF) 

that describes this spatial distribution can be produced to help make inferences about the 

position of the radioactive source based on detection of the annihilation photons. This is 

the approach that was developed for PeTrack to track the motion of physically small 

positron-emitting markers. The following description of the PeTrack algorithm is largely 

based on work reported elsewhere. The basic tracking algorithm was originally described 

by Xu and colleagues90 and then extended for use during PET by Chamberland and Xu.91 

The PeTrack formalism is described in the following and is based upon the description of 

these two sources. 

An essential assumption of the PeTrack method was that the PDF can be modelled by a 

Gaussian function with a mean value that corresponds the true marker position and a 

standard deviation which results from the combined effects that limit the spatial 

resolution of the detection system. Consider that in some span of time a set of 𝑁 lines-of-
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response {𝑳𝑛} were detected, each of which at a perpendicular displacement 𝑑(𝑳𝑛, �⃗⃗⃗�) 

from the estimated position of the marker �⃗⃗⃗� , defined as a vector pointing from point 𝑚 

onto 𝑳𝑛 and perpendicular to 𝑳𝑛. It follows that the Gaussian PDF (Eq. 0.1) can be 

described as  

 

𝑝𝑛(𝑑(𝑳𝒏, �⃗⃗⃗�), 𝜎) = (
1

√2𝜋𝜎
)

3

𝑒𝑥𝑝 (−
|𝑑(𝑳𝒏, �⃗⃗⃗�)|

2

2𝜎2
), 

Eq. 0.1 

 

For 𝑝𝑛, the mean is chosen as zero and its standard deviation is denoted by 𝜎.  

The task of the maximum-likelihood expectation maximization (MLEM) approach is to 

estimate the parameters  �⃗⃗⃗� and 𝜎 that maximize the joint likelihood associated with all 

the LORs in the set {𝑳𝑛}. The joint likelihood ℒ is given in Eq. 0.2, 

 

ℒ(�⃗⃗⃗�, 𝜎) =  ∏ 𝑝𝑛

𝑁

𝑛 = 1

. 

Eq. 0.2 

 

which is maximized by determining the parameter values that satisfy the following 

conditions shown in Eq. 0.3. 

 𝜕ℒ

𝜕�⃗⃗⃗�
= 0;  and 

𝜕ℒ

𝜕𝜎
= 0. 

Eq. 0.3 

 

As was shown in Section 1.2.4 on image reconstruction techniques, the MLEM 

equations are solved more easily by maximizing the log-likelihood instead of the 

likelihood itself. The two-step MLEM approach commences with the expectation step in 

which we estimate the PDF based on the current parameter estimates 𝑝𝑛
(𝑖)

 and is followed 

by the maximization step in which the current parameter estimates are updated. The 

updates for the current marker location �⃗⃗⃗�(𝑖) and the standard deviation of the PDF 𝜎(𝑖) 

are given by Eq. 0.4 and Eq. 0.5, respectively. 
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�⃗⃗⃗�(𝑖+1) = �⃗⃗⃗�(𝑖) + �⃗⃗�(𝑖) 

Eq. 0.4 

 

 

𝜎(𝑖+1) = √
∑ 𝑝𝑛

(𝑖)
|𝑑(𝑳𝒏, �⃗⃗⃗�)|

2
𝑁
𝑛=1

∑ 𝑝𝑛
(𝑖)𝑁

𝑛=1

 

Eq. 0.5 

The position update contains the step vector �⃗⃗�(𝑖) which is computed as shown in Eq. 0.6. 

 
�⃗⃗�(𝑖) =

∑ 𝑝𝑛
(𝑖)

𝑑(𝑳𝒏, �⃗⃗⃗�)𝑁
𝑛=1

∑ 𝑝𝑛
(𝑖)𝑁

𝑛=1

 

Eq. 0.6 

 

The initial estimate of the standard deviation is set to 5 mm. The initial estimate of the 

marker position is more involved in the application of PeTrack to PET imaging and will 

be described more carefully in Chapter 3. Convergence of the MLEM method was 

defined as position updates that are smaller in magnitude than 0.05 mm. 

The original PeTrack algorithm was extended for use during PET imaging by 

Chamberland, deKemp, and Xu and is referred to as Adaptive Region of Interest 

(ADROI) PeTrack.92 Note that the ADROI PeTrack algorithm will be referred to 

hereafter as PeTrack. This modification included additional processing steps to overcome 

challenges not incurred during radiation therapy: the separation of the positron-emission 

signal of the fiducial markers from that of the radiotracer administered to the patient. To 

address this issue, knowledge of the physical characteristics of the fiducial markers and 

spatial distribution of the radiotracer have been exploited. The first step in the 

background rejection is to generate a spherical region-of-interest with a radius of 30 mm 

about the initial marker position. LORs with a perpendicular distance, |𝑑(𝑳𝑛, �⃗⃗⃗�)|, greater 

than 30 mm are excluded from the active set of LORs and thus are not included during 

the iterative PeTrack method. The second step makes use of the time-of-flight delay of 
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each coincident event, assuming it is available, to impose further restrictions. As was 

mentioned in Section 1.2.2.3, the TOF resolution of a PET camera is a measure of the 

degree of precision with which the most likely annihilation (MLA) position can be 

estimated along a given LOR. This knowledge was used such that LORs with MLA 

position greater than 80 mm from the current marker position are excluded from further 

processing. A third step is employed that excludes LORs with a perpendicular distance 

that is less than a specific cut-off from the central axis of the PET scanner. This step is 

useful as the marker is placed on the skin of a patient and physically cannot be closer to 

the central scanner axis than the patient’s body size permits. In regard to the work 

described in this thesis, the cut-off distance was estimated on a per-patient basis as a 

fraction of the initial marker’s vertical (anterior-posterior) distance from the central axis, 

i.e. 0.8 ∙ |�⃗⃗⃗�𝑦
(0)

|. Lastly, the adaptive region-of-interest (ADROI) method was developed 

which models the spatial distribution of the radiotracer near the marker to further 

constrain the set of LORs that are used for tracking with PeTrack. It was previously 

demonstrated that if the 3D probability density function (PDF) of 𝑑(𝑳𝑛, �⃗⃗⃗�) could be 

modelled as an isotropic Gaussian function with standard deviation 𝜎, then the  distance 

follows a 1D PDF shown in Eq. 0.7.92  

 

𝑃𝐷𝐹(|𝑑(𝑳𝑛, �⃗⃗⃗�)|) = 4𝜋|𝑑(𝑳𝑛, �⃗⃗⃗�)|
2

(
1

√2𝜋𝜎
)

3

exp (−
|𝑑(𝑳𝑛, �⃗⃗⃗�)|

2

2𝜎
) 

Eq. 0.7 

 

Additionally, the local tracer background can be modelled as a linear function of 

|𝑑(𝑳𝑛, �⃗⃗⃗�)| which increases with increasing distance from the ROI centroid.92 The 

background can be fit using simple linear regression and then subtracted from the 
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histogram. The ROI size is adapted by truncating the histogram up to the first histogram 

bin in which the number of LORs is less than or equal to zero after background 

subtraction. A schematic diagram of this fitting procedure is provided in Figure 2.2. In 

the event the radius of the ROI become so small that fewer than 10 LORs are included, it 

is expanded by a factor of 3 and the adaptive ROI fitting method is repeated. This entire 

process is repeated for subsequent tracking instances, i.e. those of the following time 

frames. Each subsequent tracking instances uses the final position of the previous run as 

the new initial marker position estimate. 

 

Figure 2.2 The adaptive region-of-interest procedure is exemplified in this figure which shows the 

histogram of LORs with a perpendicular distance ‘r’ (denoted in this work as |𝑑(𝑳𝑛 , �⃗⃗⃗�)|) from the 

estimated marker position from a phantom acquisition. The columns with hashed lines indicate the 

events following the initial ROI and TOF based rejection techniques. The solid black line represents a fit 

of the combined marker PDF and linear background model. The marker PDF and linear background fits 

are shown as the dotted and dashed lines, respectively. The solid gray bars indicate the events that 

remain following subtraction of the linear background fit. In this example the ADROI size was set as 8 

mm. This figure was used with permission from the work of Chamberland, deKemp and Xu.92 
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Currently, no parallelization acceleration techniques are employed during tracking with 

PeTrack. It takes approximately 15 minutes to generate a 3D marker motion trace for a 

typical 82Rb cardiac perfusion study (~108 LORs), on a PC workstation with an Intel Core 

i7-6700 processor (3.40 GHz). Execution times tend to increase when convergence is 

slow, e.g. if the marker signal is too weak compared to the background radiotracer 

activity. In the event that a particular tracking instance fails to converge, the marker 

position is not updated, but rather remains equal to that of the previous instance. 

2.4.2 Motivation for the Use of PeTrack in PET 

Data-driven methods of motion tracking are appealing as they have the capacity to 

simplify imaging protocols when compared to hardware-driven approaches. An important 

consideration for their use, however, is that motion information may be confounded by 

changes in the tracer distribution in the body which leads to uncertainty in their accuracy. 

In regards to respiratory motion tracking, only a few data-driven tracking approaches 

have been implemented in cardiac PET applications.111,116,140  These studies showed 

promising results for motion tracking in 13N-ammonia and 18F-fluorodeoxyglucose 

(FDG) PET when compared to external hardware-based methods. There are two aspects 

of cardiac PET acquisition, like cardiac viability studies, which use 18F-FDG that make 

them well suited for data-driven motion tracking. First, the acquisitions are performed 

after a post-injection delay of sufficient time such that the tracer distribution has reached 

equilibrium in the body. Second, the physical half-life 18F is nearly 2 hours which 

mitigates the loss of signal used to derive the motion information over the durations of 

the acquisition. The use of 13N-ammonia for PET perfusion imaging is similar to 18F-
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FDG in that it too exhibits a relatively long physical half-life (20 minutes) and will not 

significantly decay during the acquisition.  

The authors of these studies111,116,140 have consistently reported that the quality of the 

derived respiratory signal is likely to be reduced in imaging studies that exhibit low 

contrast/count statistics as well as when tracer uptake is changing rapidly. Schleyer and 

colleagues140 developed a successful method to address the issue of rapid tracer kinetics 

in the early time frames on 13N-ammonia perfusions studies, but little else has been 

published that addresses these challenging applications.  

Cardiac PET MPI studies predominantly use 82Rb as the perfusion tracer60 and with a 

half-life of 76 s these studies exhibit even more rapid changes in the tracer distributions 

as well as relatively low count statistics in the late frames.59 In their study on data-driven 

respiratory tracking, Büther et al.122 reported that a data-driven method that tracks 

external radioactive markers with a fixed activity may be a viable application for tracking 

patient motion.  

This thesis is primarily focused on motion compensation strategies in the domain of 

82Rb cardiac PET studies. The PeTrack algorithm has features that lends itself to this 

problem. PeTrack does not require external devices to be used in addition to the PET 

camera and thus can simplify patient setup prior to imaging as it only relies on the use of 

low activity fiducial markers. Additionally, as was suggested by Büther et al.,122 data-

driven methods that infer patient motion based on long-lived sources that also do not 

redistribute during the acquisition may be advantageous in challenging applications like 

82Rb MPI. Another useful aspect of PeTrack is that as the list-mode data are used to 

generate motion data, there is no requirement to produce multiple short frames sinograms 
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or reconstructed images which reduces the computational burden of this approach 

compared to some others described previously in this chapter. The application of PeTrack 

to respiratory-gated cardiac PET studies is the topic of Chapter 3. 

Several studies have been performed to assess the impact of patient motion82,83,141–145 

and many others have been performed with the aim of establishing methods to 

compensate or correct for it.81,146–149 A recent review on the impact of patient motion in 

cardiac PET/CT studies emphasizes the importance of correcting body motion, 

particularly if kinetic modelling is to be employed for the estimation of absolute 

myocardial blood flow.77 The studies mentioned above that proposed body motion 

correction (MC) methods commonly employed the MAF approach using a set of pre-

defined dynamic frames. While these methods have typically demonstrated improvement 

in image quality, they are limited to the correction of inter-frame motion only. An 

editorial by Lu and Liu85 published in 2018 make the claim that this family of approaches 

should be extended to higher temporal resolution methods that do not rely on pre-defined 

image sequences. Some recently developed data-driven approaches provide motion 

information directly from the raw PET data119,150 to help address intra-frame motion 

blurring. These approaches have only been applied to PET studies that make use of long-

lived, 18F-based tracers. Their utility in myocardial perfusion imaging (which uses 82Rb 

or 13N-ammonia) has not yet been demonstrated. 

These arguments support the potential utility of PeTrack beyond tracking respiratory 

motion. The information provided by tracking external radioactive markers can also be 

applied to the problem of whole-body patient motion either for single frame acquisition, 

as in MPI, or dynamic acquisition used for kinetic modelling. Indeed, motion information 
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can be assessed with PeTrack at a temporal resolution that is finer than the smallest frame 

durations used during dynamic acquisitions. The applications of PeTrack to whole-body 

motion detection and correction are described in Chapter 4 and Chapter 5, for single 

frame MPI and for absolute myocardial blood flow quantification, respectively. 
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Chapter 3 Respiratory Gating in Cardiac Perfusion PET 

The ability of PeTrack to track respiratory motion and provide motion compensation 

through respiratory gating was evaluated in the context of cardiac perfusion imaging. The 

content of this chapter is a modified version of previously published work151 © Wiley 

2020, Spencer Manwell, Ran Klein, Tong Xu, Robert deKemp, “Clinical comparison of 

the Positron Emission Tracking (PeTrack) algorithm with the Real-Time Position 

Management System for respiratory gating in cardiac positron emission tomography”, 

Medical Physics 2020; 47(4): 1713-1726, reproduced with permission from the authors, 

all rights reserved. The Version of Record can be found online at  

https://doi.org/10.1002/mp.14052. 

 

3.1 Motivation 

While respiratory gating is not widely performed in regular clinical practice in cardiac 

PET152, case studies like that from Arasaratnam and colleagues153 help to indicate its 

utility when severe heart motion during respiration is suspected. Moreover, a recent 

editorial published in the Journal of Nuclear Cardiology makes the case that cardiac 

PET/CT studies must navigate toward the inclusion of some form of respiratory motion 

compensation in the future and that the most elegant mechanism for this step is likely 

associated with data-driven approaches provided that their ability to add incremental 

clinical diagnostic value is proven.154   

In this study, the use of PeTrack was investigated as a hybrid data-driven alternative to 

a commercial hardware-based tracking device for respiratory motion tracking and gating. 
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PeTrack was used to generate one-dimensional respiratory signals from its three-

dimensional motion signal; an approach which has been suggested to be more robust in 

the presence of breathing irregularities compared to one-dimensional signals which most 

respiratory monitoring systems provide.94 The aims of this study were to use PeTrack for 

respiratory tracking in 82Rb cardiac PET MPI and benchmark its performance of this 

against that of the Real-Time Position Management (RPM) system (Varian Medical 

Systems). The RPM system has been chosen as the standard for comparison in respiratory 

gating performance as it is currently one of the two most widely used gating systems in 

diagnostic PET/CT88. In this retrospective study the correlation of the respiratory motion 

signals of the two systems was compared along with various quantitative metrics of 

image quality extracted from respiratory-gated reconstructed images in a patient cohort 

that underwent MPI studies using 82Rb. These quality metrics include the medians and 

widths of distributions of patient respiratory-rate histograms, left-ventricular (LV) wall 

thicknesses, and cardiac motion due to respiration. 

3.2 Methods 

3.2.1 Respiratory-Gated Acquisition 

All acquisitions were performed as part of standard clinical care by technologists at the 

University of Ottawa Heart Institute (UOHI) in Ottawa, Canada on a GE Discovery 690 

PET/CT scanner (Waukesha, WI) with list-mode and time-of-flight capabilities. The 

scanner is shown in a photograph include here with annotations indicating its coordinate 

system in Figure 3.1. The performance specifications for this scanner were shown 

previously in Table 1.2. Each patient underwent a 82Rb myocardial perfusion imaging 
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study at rest and during pharmacologic stress.67 Acquisitions were 8 minutes in length, 

starting at the time of tracer injection. Tracer administrations of approximately 10 

MBq/kg were delivered intravenously to each patient for both rest and stress scans.155  

 

Figure 3.1 Photograph of the GE Discovery 690 PET/CT scanner used in this work. An anthropomorphic 

torso phantom is set on the bed and its situated at the level of the CT system the lies near the front face 

of the scanner. The geometric axes have been annotated using red arrows. The x-axis corresponds to the 

lateral direction in the photo. The y-axis corresponds to the vertical direction. The z-axis, shown here 

going to the page, corresponds to the axial direction of the scanner coordinate system. 

 

The clinical protocol at UOHI included respiratory monitoring with the RPM system as 

well as with a single sodium-22 fiducial marker (30 kBq) placed near the patient’s 

diaphragm on the right-anterior chest wall. The marker was encased in water-based 

modelling clay to prevent interference with the scatter correction algorithm which 
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assumes that unattenuated activity outside the contour of the patient’s body must be 

scatter. A scout CT was used to position the patient and check that the marker was within 

the field-of-view prior to the PET acquisition. An additional CT acquisition was 

performed prior to the rest PET scan for the purpose of attenuation correction. Patients 

were permitted to breathe freely during the CT acquisitions and technologists attempted 

to acquire the CT image while the patients were in the normal end-expiration phase of 

their breathing via monitoring the RPM motion signal. Respiratory triggers generated by 

the RPM system, which occur when the respiratory signal begins to rise following end-

expiration, were inserted into the list-mode data during image acquisition which were 

used for subsequent analyses and respiratory-gated reconstructions. The first 90 seconds 

of each acquisition were excluded from reconstructions to allow for clearance of the 

tracer from the left-ventricular blood pool.67 

3.2.2 Patient Population 

This retrospective study was approved by the Ottawa Health Science Network 

Research Ethics Board (Protocol 20170375-01H). This study initially included the rest 

and stress acquisitions collected from 35 patients referred to UOHI for myocardial 

perfusion imaging. Acquisitions were randomly selected from the clinical database 

between April and October of 2017.  

Acquisitions were not considered for the initial cohort if they met the following 

criteria: the list-mode data were unavailable; and the RPM respiratory trace was not 

available for post-processing. Acquisitions were excluded from the initial cohort for the 

following reasons: the fiducial marker was not placed within the field of view (n = 11); 
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RPM generated no or too few respiratory triggers to permit synchronization of RPM 

motion trace with the list-mode data (n = 2); and motion tracking with PeTrack was 

unsuccessful (n = 6). Lastly, one case was excluded after processing as the intensity of 

the LV wall did not have sufficient contrast compared to the blood pool to permit the 

measurement of the thickness. Of the 70 acquisitions initially screened for this study, 50 

acquisitions (24 rest and 26 stress) remained. The mean ± SD body-mass index of the 

cohort was 35±10 kg/m2. 

3.2.3 Respiratory-Signal Generation 

Motion traces of the fiducial marker were generated by applying the ADROI PeTrack 

algorithm to each of the list-mode data sets. As is the case with other data-driven gating 

schemes, the respiratory signal for the marker is inherently synchronized with the 

emission data. Aside from the fiducial marker, this system requires no additional 

hardware. PeTrack currently requires an initial marker position estimate so that the 

background rejection techniques mentioned above can be applied accurately. The initial 

position was acquired via automatic segmentation of the marker in the last time-frame of 

the clinical dynamic PET images and calculated as the centroid. Using a single core 3.40 

GHz processor the tracking algorithm required 15 minutes, on average, to compute the 

motion trace from a ~2 GB list-mode file with a position sampling frequency of 2 Hz, 

throughout the 8-minute acquisitions.  

Following the production of the three-dimensional motion trace, a respiratory signal 

was derived from the weighted combination of motions in the anterior-posterior and 

inferior-superior directions. This combination preserves information from both 1D 
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signals but emphasizes that with the larger amplitude. The resulting motion traces were 

smoothed by applying a low pass filter (rectangular function from 0 to 0.5 Hz) to the 

frequency spectra of the combined trace, to reject observed respiratory periods of less 

than 2 seconds. The peak detection algorithm developed by Lu and colleagues156 was 

then implemented to identify the time points, or triggers, corresponding to the end of 

expiration. These were then used as alternative respiratory triggers for the gated 

reconstructions. The peak detection approach rejected peaks with a height less than 20% 

of the mean signal amplitude. Additionally, triggers that were found to be temporally too 

close to the previous trigger were also rejected; the threshold was 10% of the patient’s 

mean breathing period. These threshold parameters were determined heuristically using a 

small set of scans from a preliminary study.157 

3.2.4 Respiratory-Gating and Image Reconstruction 

For this study, images were reconstructed using phase-based respiratory gating as per 

standard clinical practice using RPM generated respiratory triggers. Displacement-based 

gating was not employed in the study although technically possible using PeTrack. The 

benefits of respiratory gating can be marred by the increased image noise that stems from 

creating multiple low-count images. Previous work suggests that six respiratory gates is 

the optimal number for phase-based gating schemes in PET158 to minimize blurring due 

to diaphragm motion while at the same time preserving the signal-to-noise ratios as much 

as possible. Hence, six gates were used for all respiratory-gated image reconstructions. 

Note that cardiac gating was not implemented in these reconstructions, hence only 

respiratory motion was addressed. 
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All respiratory gated images were reconstructed using the vendor’s standard three-

dimensional ordered subset expectation maximization algorithm (3 iterations with 24 

subsets) with corrections for attenuation as well as random and scattered coincidence 

events. Reconstructed image volumes were 128 × 128 × 47 voxels in size and the 

reconstructed field-of-view was 50 cm × 50 cm in the transaxial plane and 15.7 cm in the 

axial direction. As a result, the transaxial and axial sizes of each voxel were 3.96 mm and 

3.27 mm, respectively. No post-reconstruction smoothing was applied. Reconstructed 

images were reoriented to standard left-ventricle short axis slices using tools from the 

FlowQuant159 software package developed at UOHI. A small amount of smoothing is 

anticipated from the tri-linear interpolation that is needed to perform the reorientation, 

but this should be negligible compared to the spatial resolution of the system. 

3.2.5 Measurements for Comparison 

An ideal gating system is one that is reliable, accurate, reproducible, has sufficient 

temporal resolution to respond to signal variations and does not introduce additional 

image artifacts.94 The implications of these properties are that the respiratory pattern is 

accurately captured and that the respiratory gated images display very little blur from 

respiratory motion. It follows that in the case of cardiac PET, the LV walls will appear 

thinner and with higher peak intensity compared to those seen in the presence of motion 

blurring. When measuring the displacement of the LV between the end-expiration and 

end-inspiration respiratory phases, one would also expect that accurate gating would lead 
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to larger displacement measurements compared to that observed if gating performance 

was poor.158 

3.2.6 Comparing Respiratory Signals and Triggers 

To compare the performance of these two gating systems the respiratory signals and the 

corresponding set of respiratory triggers were evaluated. Assuming both systems were 

measuring the respiratory motion of the patient accurately one would expect that the 

respiratory signals of the two systems would be correlated. It follows that the correlation 

coefficient of the respiratory signals from the two systems was measured for each scan. 

The respiratory signals of the patients were sampled at 2 Hz and 30 Hz using PeTrack 

and RPM, respectively. To measure the correlation between these two signals, the RPM 

signal was down-sampled to match the reduced temporal resolution of PeTrack. The 

original RPM signals, sampled at 30 Hz, were used for trigger generation. 

It is important to note that the RPM and PeTrack systems were not designed to produce 

respiratory triggers at the same respiratory phases. PeTrack has been designed to trigger 

at end-inspiration while the RPM device triggers following end-expiration when the 

respiratory signal begins to rise due to inspiration. These two phases correspond to 

maxima and minima, respectively in the respiratory waveforms Additionally, the method 

with which triggers were identified and recorded also differs between these two systems. 

RPM triggers are recorded in real-time and inserted into the list-mode data. PeTrack, 

however, is a completely retrospective process. In this study there was an interest in 

comparing these two systems in the context of their intended clinical implementations, 

but it follows that some of these differences may confound our measurements, e.g. 
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differences in the trigger generation method. This study also includes, therefore, a third 

respiratory gating approach which corresponds to retrospective processing of the original 

RPM respiratory signals with the same trigger detection method implemented for 

PeTrack. The first comparison between PeTrack and the original RPM data therefore 

constitutes a practical comparison of the two gating systems. The second comparison 

between PeTrack and the retrospectively processed RPM data corresponds to a more 

equal, or ‘apples to apples’, comparison. The two RPM approaches are distinguished 

throughout this report as “RPM” and “RPMretro”, for the original prospective and 

retrospective implementations, respectively. 

Based on the characteristics of an ideal gating system it was assumed that the 

distribution of respiratory rates, defined as the inverse of the time intervals between 

adjacent respiratory triggers, should fall within a physiologically relevant range and that 

the distribution of an optimal system would be narrower and exhibit fewer outliers than a 

non-optimal system. The distributions of respiratory rates were quantified using non-

parametric descriptive statistics, median and interquartile range (IQR), to characterize the 

behavior of the two systems and the frequency of non-physiological respiratory cycles 

was examined.  

A quality control approach was employed to deduce limits on the observed respiratory 

rates such that individual respiratory cycles could be classified as acceptable or non-

physiologic, i.e. an outlier. In this study outlier cycles were not rejected during image 

reconstructions, but the relative rates of cycle outliers were recorded as a quality metric 

for each gating system. For each acquisition, respiratory rates were normalized to their 

corresponding median rate and log-transformed to reduce the extent of skewness. Box 
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plots were generated for outlier estimation such that the cycles with a respiratory rate that 

fall outside of the box plot whiskers were classified as outliers. In this approach the 

standard box plot whiskers, which extend 1.5 times the IQR below and above the first 

and third quartiles, respectively, were used. Outlier limits were computed in two steps. A 

preliminary set of limits was estimated using data from all scans as well as both gating 

systems. Based on these limits, cases where respiratory cycle outlier rates were less than 

10% were considered to have adequate gating quality. The subset that was considered 

adequate was then used in the second iteration to determine the limits for respiratory 

cycle outlier detection based on respiratory signals/triggers of adequate quality. 

3.2.7 Comparing Image-Based Measurements 

Four image sets were reconstructed for each acquisition in the study, each of which 

consisted of a non-gated image and three gated images. The list-mode data were gated 

using the prospectively acquired RPM triggers, the PeTrack-derived triggers, and 

retrospectively derived RPM triggers. Note that in the case of the non-gated 

reconstruction, the list-mode data were randomly sampled to include 16.7% (or one-

sixth) of the counts such that they were noise-matched with the gated images. Image 

characteristics like LV wall thickness and cardiac motion were measured using an 

automated tool developed for this study.  The non-gated images were included only to 

provide baseline LV width measurements. 

Respiratory motion of the LV was measured using utilities of the FlowQuant software 

package. Beginning with a phase-averaged image, an ellipsoidal structure was fit to the 

contours of the left-ventricle and its size and orientation were determined. This 
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ellipsoidal model was then fit to the six gated images to determine the three-dimensional 

location of the LV. The centroid position of the ellipse was recorded for each gate. The 

gates at which the LV was in the most superior or inferior position were assumed to 

correspond to the end-expiration or end-inspiration phases, respectively. Cardiac motion 

was estimated as the magnitude of the displacement of the LV centroid along the 

superior-inferior (SI) direction of motion measured between the end-expiration and end-

inspiration images. Following the reorientation process the image was arranged as stack 

of short-axis slices of LV, where the central plane of the volume corresponds to the mid 

vertical-long axis slice. LV wall thicknesses were estimated as the activity-weighted full-

width at half-maximum measured from line-intensity profiles along the anterior-inferior 

direction at the mid-level of the LV for both Anterior and Inferior walls. As cardio-

respiratory motion is predominantly in the SI direction101,160, the anterior and inferior 

regions were expected to be most sensitive to respiratory motion blurring. After 

identifying the end-expiration gate, an automatic multi-resolution method was employed 

to segment the anterior and inferior wall regions in a set of five contiguous 1D profiles. A 

single set of limits was deduced in an automated fashion for the set of five profiles. A 

detailed description of this automated approach is included in Appendix A. 

An example of these profiles and paths along which they are extracted is provided in 

Figure 3.2. Only images that were found to correspond to the end-expiration phase were 

used for thickness measurements as these were assumed to be phase-matched with the CT 

images used for attenuation correction as per the instructions provided to technologists 

for starting the CT acquisition based on patient free-breathing. Thicknesses were thus 

measured at the mid anterior and inferior LV regions. The one-dimensional profiles were 
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segmented to place limits on the extent of each wall region prior to calculation of their 

thicknesses.  

 

Figure 3.2 Anterior-inferior activity profiles acquired from the reoriented images of one patient.  Image 

A depicts five 1D profiles that are indicated in the inset vertical long-axis slice image. Image B depicts 

the average of the five raw profiles as well as the smooth profile which was extracted from the same 

image volume after convolution with a 3D 7.5 mm FWHM Gaussian smoothing kernel. Image B also 

depicts the peak and trough locations, which were automatically generated to identify the anterior wall, 

LV blood pool and inferior wall regions. Note that the inset image corresponds to the smoothed volume. 

 

In Figure 3.2 an example set of profiles and the corresponding mean raw and smooth 

profiles are shown. For a segmented region of the profile with K elements with positions 

d = [d1, …, dK] and weights a = [a1, …, aK], the activity weighted full-width at half-

maximum, �̂�𝑎, was calculated as follows 

 

�̂�𝑎 = 2√2ln (2)√
𝐾

𝐾 − 1

∑ 𝑎𝑖(𝑑𝑖 − 𝜇′ )
2𝐾

𝑖=1

∑ 𝑎𝑗
𝐾
𝑗=1

 

Eq. 0.1 

 

where the activity-weighted mean of the segment, µ’, was calculated as 

 
𝜇′ =

∑ 𝑎𝑖𝑑𝑖
𝐾
𝑖=1

∑ 𝑎𝑗
𝐾
𝑗=1

 
Eq. 0.2 
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Thicknesses were measured in this way to avoid assumptions about the shapes of the 

profiles. Note that the weights a were the activities of the 1D segments after min/max 

normalization to subtract the background. 

3.2.8 Statistical Methods 

The paired Students’ t-test was used to test the hypotheses that there was no 

statistically significant difference between any two gating methods for each of the quality 

metrics mentioned previously. Statistical significance was assumed for all tests at the 

level of p < 0.05. A paired hypothesis test was used as all subjects (PET acquisitions) 

were evaluated multiple times with the using each of the different gating methods. 

Moreover, paired hypothesis tests demonstrate greater statistical power than their 

unpaired analogues. 

3.3 Results 

The correlation coefficient (ρ) of the amplitudes of the respiratory signals between 

PeTrack and RPM systems was found to be statistically significant in 45 of the 50 scans. 

The mean ± SD correlation coefficient was 0.43±0.28. Similarly, between PeTrack and 

RPMretro the mean ± SD correlation coefficient was 0.47±0.26 and 47 of the 50 scans 

were significantly correlated. Retrospectively processing the RPM signal included 

spectral filtering and subtraction of the running average which explains the subtle 

differences in the correlation coefficients just mentioned. Additionally, the mean ± SD 

correlation coefficient between the RPM and RPMretro respiratory motion signals was 

0.84±0.10, all 50 of which were statistically significant. 
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For the entire cohort (i.e. 50 acquisitions using both RPM and PeTrack) the time 

intervals between all respiratory triggers (n = 3802 and 4186 for prospective RPM and 

PeTrack, respectively) were compiled and the corresponding normalized, log-

transformed, respiratory rates were summarized in the histogram shown in Figure 3.3. 

Using the box plot approach described previously, normalized respiratory cycle outlier 

limits of 38.3% and 161.7% were determined from the acquisitions which were deemed 

to have adequate quality based on the preliminary acceptance limits (35/50 and 33/50 

acquisitions using RPM and PeTrack, respectively). Respiratory cycles that fell within 

and outside the acceptance window are indicated by the shaded and white areas, 

respectively. Respiratory cycle outlier rates were recorded for each acquisition, for each 

gating method. 

 

Figure 3.3 Histogram of log-transformed, normalized respiratory rates pooled from RPM and PeTrack 

gating systems for all 50 acquisitions. The shaded area corresponds to the respiratory cycles that fall 

within the acceptance criteria determined using the boxplot approach. The limits determined using this 

method were found to be [38.3, 161.7%] of the patient-specific median respiratory rate after the log-

transformation was applied. 
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To enhance the reader’s sense of the analysis that took place, Figure 3.4 depicts an 

example of the respiratory signal data from each gating system. In Figure 3.4(A), the 

respiratory signals of the three systems are overlaid on each other for visual comparison. 

In this case PeTrack and RPM signals were highly correlated (ρ = 0.81, p < 0.001). The 

respiratory triggers identified with each approach are also included as markers and 

superimposed on their respective waveforms. In this example there was a discrepancy in 

the number and frequency of the triggers between PeTrack and RPM. After retrospective 

processing of the RPM signal, RPMretro contained respiratory triggers that very closely 

matched those of PeTrack. The corresponding respiratory rate histograms are presented in 

Figure 3.4(B). The distributions of PeTrack and RPMretro closely resemble each other 

and are highly peaked about the normalized median respiratory rate (100%). The RPM 

distribution, however, has a more uniform shape across the range. The respiratory cycles 

that were classified as outlier are indicated by the faded bars. The relative frequencies of 

outlier respiratory cycles are also indicated; the prospective RPM method depicted the 

highest rate of outliers at 7.5% while PeTrack and RPMretro exhibited lower outlier rates 

of 4.2% and 2.1%, respectively. The differences described for this particular case resulted 

in substantial changes in the gated images, which will be discussed in more detail later. 
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Figure 3.4 Example respiratory signals and triggers (A) and respiratory rate histogram (B) from a single 

acquisition. Data are shown for each gating system.  Image A shows high concordance between RPM 

and PeTrack signals (𝜌 = 0.81, p < 0.001) within a randomly selected temporal window of 200 s to 250 s. 

Additionally, the respiratory triggers generated by each approach are overlaid on their corresponding 

signals. The number of triggers for each are indicated. Image B shows the respiratory rate histogram for 

the same case. Respiratory rate acceptance limits are denoted by the vertical dashed lines. The 

percentage of respiratory cycles identified as outliers is indicated for each gating approach. 

 

Comparison of median and IQR respiratory rates are shown in Figure 3.5(A) and (B), 

respectively. These data indicate that across the cohort the patient-specific median 

respiratory rates observed did not exhibit a statistically significant difference between the 

PeTrack and RPM (p = 0.3) or between PeTrack and RPMretro (p = 0.1). There was, 
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however, a statistically significant difference between the median respiratory rates 

measured with RPM and RPMretro (p = 0.003), as is shown in Figure 3.5(A).  

 

Figure 3.5 Median respiratory rates (A) and IQR (B) for each gating system for the entire cohort. Mean, 

±1 SD, and individual measurements are represented as solid-red lines, dashed-gray lines, and gray 

points, respectively. P-values produced from paired t-tests are shown in instances where statistically 

significant differences were observed. 

 

The IQRs of the respiratory rate distributions, shown in Figure 3.5(B), showed a 

significant difference of the respiratory rate IQRs observed with PeTrack compared to 

those observed with the RPM and RPMretro. This indicated greater variability in the 

observed respiratory rates on a per-patient basis across the cohort. The mean paired 

differences were 1.4 breaths/min (p = 0.002) and 1.0 breaths/min (p = 0.04) between 

PeTrack and RPM and PeTrack and RPMretro, respectively. No significant differences 

were observed for IQR between RPM and RPMretro, suggesting similar patient-specific 

variability across the cohort.  

The percentage of respiratory cycle outliers for each gating system are shown in Figure 

3.6. These data indicate that there was a statistically significant difference between the 

RPMretro system with both of the other approaches. These differences gave rise to a 
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reduction in the patient-specific respiratory cycle outlier rates of 6.0% (p < 0.001) and 

5.5% (p = 0.001) compared to PeTrack and RPM, respectively. The reduction in outlier 

frequency is not mirrored by the changes in IQR shown previously. This is not surprising 

as the IQR values, by definition, are relatively insensitive to outlier data points of each 

distribution.  

 

Figure 3.6 Respiratory cycle outlier rates for each of the gating systems. Mean, ±1 SD, and individual 

measurements are represented as solid-red lines, dashed-gray lines, and gray points, respectively. P-

values produced from paired t-tests are shown in instances where statistically significant differences 

were observed. RPMretro had significantly fewer outliers compared to RPM and PT 

 

All LV width measurements are summarized in Table 3.1 and Figure 3.7. All gated 

image reconstructions led to statistically significant reductions in the LV width compared 

to the non-gated images. When compared to each other, however, no single gating system 

indicated a statistically significant difference compared to the others. A trend was 

observed, however, of larger LV widths observed while gating with PeTrack compared to 

RPMretro (p = 0.08). While LV widths were significantly smaller for gated images 

compared to non-gated, the effect sizes (mean differences in Table 3.1) correspond to 

practically small changes in the mean non-gated LV width, approximately -1%.  
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Table 3.1 Mean anterior and inferior LV wall widths for each reconstruction method for the entire cohort 

as well as for the subset of cases with SI motion ≥ 7 mm. Additionally, the mean differences are shown 

for each paired comparison. Comparisons with statistically significant differences (p < 0.05) are written 

in bold font. 

Images 

 Mean LV Widths (± SD) [mm]  

Cohort SI Motion ≥ 7 mm 

Non-Gated 12.3 (2.8) 12.5 (2.3) 

PeTrack 12.0 (2.5) 12.0 (2.4) 

RPM 11.8 (2.7) 12 (3) 

RPMretro 11.8 (2.6) 11.3 (2.3) 

Image Pairs 

Mean Differences in LV Width (± SD) [mm] 

Cohort P SI Motion ≥ 7 mm P 

‘PeTrack – Non-Gated’ -0.13 (1.3) 0.02 -0.19 (0.12) > 0.05 

‘RPM – Non-Gated’ -0.2 (1.1) < 0.001 -0.22 (0.14) > 0.05 

‘RPMretro – Non-Gated’ -0.2 (1.1) < 0.001 -0.48 (0.11) < 0.001 

‘PeTrack – RPM’ 0.1 (1.1) > 0.05 0.03 (0.13) > 0.05 

‘PeTrack – RPMretro’ 0.1 (1.1) > 0.05 0.29 (0.10) 0.009 

‘RPMretro – RPM’ 0.0 (1.1) > 0.05 -0.26 (0.15) 0.08 

 

The comparisons were repeated for the subset of acquisitions where the mean SI LV 

motion was ≥ 7 mm (averaged across all gating systems) where the effect sizes were 

expected to be larger. These data are provided in the right column of Table 3.1 and shown 

graphically in Figure 3.7(B). Within this subset the reduction in LV widths due to gating 

was larger compared to that seen in the entire cohort. Compared to the non-gated 

measurements, thickness reductions compared to non-gated images ranged from -1.6% 

with PeTrack to -3.9% for RPMretro. Within this subset, the differences between 

PeTrack and RPM were not statistically significant when compared to the non-gated 

images in spite of the increased effect size. This is likely due to the reduced statistical 

power of this small subset size. While no differences were observed between PeTrack 

and RPM, there was a statistically significant difference between PeTrack and RPMretro 

(p = 0.009) as well as a trend toward smaller LV widths with RPMretro compared to 

RPM (p = 0.08). 
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Figure 3.7 LV width measurements for both anterior and inferior regions for entire cohort (A) as well as 

the subset of cases with mean SI LV motion ≥ 7 mm (B). The means, ± 1 SD ranges, and individual 

measurements for each are indicated by the solid-red lines, dashed-gray lines, and gray points, 

respectively. Statistically significant p-values, computed from paired t-tests, are indicated.  

 

Table 3.2 SI motion measurements for each gated reconstruction method for the cohort as well as for the 

subset of cases with motion ≥ 7 mm. Additionally, the mean differences in SI motion among all paired 

comparisons are shown. Statistically significant differences (p < 0.05) are emphasized with bold font. 

Images 

Mean SI Motion (± SD) [mm] 

Cohort SI Motion ≥ 7 mm 

PeTrack 4.4 (2.4) 7.6 (2.6) 

RPM 4.7 (2.5) 8.3 (2.5) 

RPMretro 5.7 (2.6) 9.5 (2.7) 

Image Pairs 

Mean Differences in SI Motion (± SD) [mm] 

Cohort P SI Motion ≥ 7 mm P 

‘PeTrack – RPM’ -0.4 (0.3) > 0.05 -0.7 (1.4) > 0.05 

‘PeTrack – RPMretro’ -1.4 (1.8) < 0.0001 -1.9 (0.5) 0.008 

‘RPMretro – RPM’ 1.0 (2.1) 0.002 1.2 (1.2) > 0.05 

 

The results of the SI motion measurements are provided in Table 3.2 and shown in 

Figure 3.8. Across the cohort (left column of Table 3.2 and Figure 3.8(A)) statistically 

significant differences were observed between PeTrack and RPMretro (p < 0.0001) as 

well as RPMretro and RPM (p = 0.002). The results for the subset of the study with mean 

SI LV motion ≥ 7 mm are shown in Figure 3.8(B) and the right column of Table 3.2. For 



 

109 

 

all gating approaches the mean motion values increased by roughly 70% of the cohort 

measurements. The same conclusions are noted in this subset as were found for the entire 

cohort with the exception that no statistically significant difference between RPM and 

RPMretro was detected. 

 

Figure 3.8 SI motion of the LV observed from each gated image series for the entire cohort (A) and the 

subset of cases with mean motion ≥ 7 mm (B). The mean differences, ± 1 SD ranges, and individual 

measurements for each are indicated by the solid-red lines, dashed-gray lines, and gray dots, 

respectively. Statistically significant p-values, computed from paired t-tests, are indicated. 

 

No statistically significant differences were observed for SI LV motion between rest 

and stress states across the cohort (p > 0.4 for each gating approach, using a two-sample 

t-test). This finding did not change when a paired t-test was performed exclusively on the 

patients for whom both rest and stress scans were included in the test (23 patients, 46 

acquisitions).  

 

3.4 Discussion 

In this work we sought to evaluate a new data-driven fiducial marker tracking 

algorithm, PeTrack, as an alternative method for respiratory gating by comparing it to a 
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well-accepted hardware-based alternative, RPM.  No attempt was made to compare the 

respiratory tracking performance to other data-driven approaches, especially those that 

use no external markers, as no studies currently exist that reported their performance for 

82Rb cardiac MPI studies. Additionally, these approaches are currently not as well 

established or widely used as the commercial hardware-based systems. The evaluation of 

other data-driven approaches for this application may be explored in future work. 

3.4.1 Respiratory Signal and Trigger Measurements 

PeTrack respiratory motion signals were significantly correlated with those of the RPM 

in nearly all cases (45/50, mean ρ = 0.49). Noticeable discrepancies were noted in some 

acquisitions. Discrepancies in the respiratory signals may be attributed to several factors. 

Firstly, the temporal resolution is reduced for PeTrack compared to the RPM (2 Hz 

compared to 30 Hz) which may have a modest blurring effect on the PeTrack signal. 

Secondly, the PeTrack respiratory signal accounts for motion in the inferior-superior and 

anterior-posterior directions, which may not always correlate well with the anterior-

posterior motion tracked by RPM. Lastly, the tracking precision with PeTrack is affected, 

to some extent, by the radiotracer activity in the patient which leads to substantial 

background to the marker’s signal. It follows that there may be some time (tracer 

activity) dependence for the tracking precision. A more detailed discussion of the 

PeTrack system is included later in this section. The 95% central range of respiratory 

rates observed with RPM and PeTrack across the cohort corresponded to 0.07 to 0.5 Hz. 

It follows that a 2 Hz sampling rate, which is greater than the Nyquist frequency (1 Hz), 

was not expected to lead to aliasing. 
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Some context for the signal correlations reported here can be gleaned from previous 

studies involving data-driven respiratory tracking systems that were compared to 

hardware-based approaches. Schleyer et al.,140 examined the data-driven spectral analysis 

method (SAM) and a modified version referred to as the kinetic respiratory gating  

(KRG) method for deriving respiratory signals in 13N-ammonia MPI studies. The latter 

was designed specifically to attempt to overcome the typical loss of signal quality in the 

early time frames of PET procedures when the tracer distributions are changing rapidly. 

They reported mean correlation coefficients of 0.5 ± 0.2 and 0.75 ± 0.08 between the 

SAM and KRG versus the RPM system. The SAM results are similar to the mean 

correlation coefficient reported in this study. While the KRG method has not yet been 

applied to 82Rb MPI studies, its reported success in the early-frames of 13N-ammonia 

studies is encouraging. Additionally, the good overall correlation reported in this work 

between a data-driven and hardware-based methods has been previously reported in a 

study comparing several data-driven respiratory gating methods with a pressure-belt 

apparatus in a clinical FDG-PET study for lung lesion detection.112 Mean correlation 

coefficients were also reported by Büther et al.,116 in cardiac 18F-FDG studies for the 

sensitivity115 and center-of-mass111  data-driven methods with respect to video-camera 

monitoring. The authors reported Spearman rank correlation coefficients of 0.65 and 0.68 

for the sensitivity and center-of-mass methods, respectively. While these values appear 

larger than that reported in this work the author asserted that cardiac PET studies 

involving shorter-lived tracers, e.g. 13N-ammonia or H2
15O, would be expected to reduce 

the overall signal quality. 
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Three metrics were used to compare the quality of the respiratory triggers derived using 

different gating systems: the median respiratory rates, their corresponding IQRs and the 

respiratory cycle outlier rate using our quality control method. Median respiratory rates 

are not an indication of performance, but their comparison between the gating methods 

can give a sense of the similarity of the output of each. From our results it was found that 

generating respiratory triggers retrospectively from the RPM signals led to a small but 

statistically significant change in the median respiratory rates. This finding indicates that 

the information produced by the RPM was sensitive to the way in which the triggers were 

identified/recorded. That said, the mean respiratory rates and the corresponding relative 

standard deviations observed with RPM and PeTrack in this study are in good agreement 

with those reported for retrospective gating by Didierlaurent et al., while using the RPM 

system.161 Based both on trigger-based and image-based metrics we observed overall 

improvement in RPM performance following retrospective processing as was reported by 

Didierlaurent et al.161 A statistically significant difference was observed for the IQRs of 

the respiratory rates distributions suggesting greater variability in the triggers reported 

with PeTrack compared to the RPM and RPMretro. The effect size amounted to an 

increase in respiratory variability of approximately 1-1.4 breaths/min compared to a 

typical respiratory rate of 15 breaths/min. Note that this effect was not found to be 

correlated with the reduced motion resolution of PeTrack compared to RPMretro in the 

subset of cases with motion ≥ 7 mm. 
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3.4.2 Quality Control 

The method used to identify outlier respiratory cycles was inspired by those described 

by Boning and Hacker162 for quality control of ECG-gated PET studies. In their 

investigation, limits on cycle outliers were estimated based on the cycle rate relative to 

individuals’ median respiratory rates. Additional modifications were implemented to 

account for the non-Gaussian and irregular nature of the human respiratory patterns, 

namely the application of a log-transformation to the data. Interestingly, no literature on 

the topic of quality control or cycle rejection of respiratory triggers was found at the time 

of the present study. Boning and Hacker have also recommended visual quality control 

methods with which physiological explanations of poor ECG-trigger quality can be 

inferred, one of which involves inspection of raw signals superimposed with the trigger 

events, an example of which was shown in Figure 3.4(A). This process was implemented 

for PeTrack and RPM signals for a subset of the acquisitions in this study to identify 

trends and/or explanations for cases where respiratory cycle outlier rates were relatively 

high between the two gating methods.   

A qualitative investigation of the 17 acquisitions where the respiratory cycle outlier 

rates observed using RPM or PeTrack differed by more than 10% was performed. Within 

this group, 8 cases (47%) indicated that the RPM outlier rate was greater than PeTrack. 

Visual inspection of the respiratory signals along with markers of the trigger events, 

indicated that some RPM triggers were absent from the list-mode data files. In all but one 

of these cases the respiratory signals were smooth and well resolved so while the 

explanation of the inability of RPM to trigger at the correct phase is not completely 

understood it appears to not be associated with the precision of the optical tracking 
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system. The most extreme example of this issue was identified by an interval of 200 

seconds between respiratory triggers. A less extreme example of this was observed for 

the example case described in Figure 3.4. By visual comparison, it is evident that 

respiratory triggers are missing from the RPM trace and those that are present occur at 

inconsistent phases of the respiratory cycle. In stark contrast to the RPMretro data that 

are shown, respiratory cycles occurring at 210 s, 217 s, 225-232 s and 235 s are not 

marked by respiratory triggers. In this example, LV motion was severely underestimated 

while gating with RPM compared to PeTrack and then recovered after retrospective 

processing to generate the respiratory triggers. This can be seen in Figure 3.9 which 

shows a common coronal slice for each of the non-gated, PeTrack, RPM, and RPMretro 

images as well as a plot of IS LV displacement at each respiratory gate. Increased 

blurring at the anterior LV region as well as increased uptake non-uniformity at the 

inferior LV region are clearly visible in the non-gated and RPM images compared to that 

observed with PeTrack or RPMretro. The number of cases for which the respiratory cycle 

outlier rate was >10% for RPM compared to PeTrack was reduced from 8 to 1 after 

deriving respiratory trigger retrospectively. 

Two acquisitions from the initial cohort were excluded from this study as they had 

either no, or too few, RPM triggers to synchronize the respiratory signal data to the list-

mode data. Technical limitations associated with this device have been previously 

reported101,163 where signal quality was reduced or signals were not recorded due to 

baseline drifts in the patient position, operator errors, restrictions associated with patient 

size, involuntary patient motion, and the use of warming blankets. In the 9 cases (53%) 

where the cycle outlier rate was greater for PeTrack than for the RPM, the cause was 
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typically attributed to reduced signal-to-noise ratio in the motion trace of the fiducial 

marker throughout the acquisition.  

 

Figure 3.9 Inter-gate motion comparison for the exemplary case selected for Figure 3.4. On the left, 

coronal views at end-expiration are shown for comparison from non-gated, PeTrack, RPM, and 

RPMretro images. Note that the non-gated images were statistically sampled such that they were noise-

matched with the gated images. On the right, the superior-inferior displacement of the LV as observed 

across the six gates using each gating system is plotted: PeTrack in blue squares, RPM in red circles, and 

RPMretro in gray triangles. Displacements were recorded with respect to the corresponding phase-

averaged position. In this example the motion extent observed while gating with PeTrack and RPMretro 

was substantially larger than that observed with RPM. Note that the images shown here were smoothed 

with a 10 mm FWHM 3D Gaussian kernel for display purposes. 

 

The respiratory cycle outlier rates of both systems exceeded 10% in 7/50 cases (14%) 

and these cases exhibited recurring instances of irregularities in the respiratory signals. 

These irregularities manifested as extended breath-holds, usually at inspiration, or steep 

gradients in the signals that may be associated with abrupt whole-body patient motion or 

coughing. 

Statistically significant negative correlations were found between the paired respiratory 

cycle outlier rates and the paired LV motion measurements across the entire cohort 
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between PeTrack and RPM (𝜌 = -0.45, p = 0.001) as well as PeTrack and RPMretro (𝜌 = 

-0.49, p < 0.001), indicating that increases in the outlier rates led to reductions in the 

detected LV motion between the systems, and vice versa.  This intuitive finding supports 

the validity of the respiratory cycle outlier rate as a metric of respiratory tracking quality. 

Outlier respiratory cycles were not excluded from the reconstructions in this study but the 

effect of such an action remains as an interesting research question and warrants further 

investigation. 

3.4.3 Image based motion estimates 

From the reconstructed images there appeared to be no statistically significant 

difference in LV thickness measurements, indicating no systematic difference in blurring 

between PeTrack and RPM gated images. This was not the case, however, when 

considering only those acquisitions with more severe respiratory motion, i.e. ≥ 7 mm. For 

this subset, no differences in LV widths were detected between either PeTrack or RPM 

and non-gated images but differences, i.e. smaller widths, were detected for RPMretro. 

This finding was supported by the reduced motion resolution of PeTrack in this subset. 

The mean SI LV displacements observed in this study were in excellent agreement with 

value of 4.6 mm reported by Wells et al., for a comparatively larger cohort of 82Rb and 

13N-ammonia MPI studies.101 Additionally, no statistically significant difference was 

detected in the extent of motion between rest and stress states for 82Rb scans, as was the 

case in this study. Larger mean LV displacements were reported by Büther et al., in a 

cohort of 17 patients while using the sensitivity and center-of-mass based gating 

methods, but the radiotracer used was 18F-FDG which has improved spatial resolution 
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over 82Rb making comparisons difficult. This apparent increase in SI LV displacement is 

likely associated, however, with increased number of respiratory gates (10 gates rather 

than 6) which would enhance the motion resolution for the gated images.158 

3.4.4 Considerations for PeTrack 

Most data-driven gating algorithms derive motion signals directly from the activity of 

the tracer within the patient and while this approach may explicitly estimate motion of the 

organs of interest, the accuracy/precision of the signal is highly dependent on the tracer 

distribution which varies in time.140 The use of an external marker with a long-lived 

positron emitting isotope has been proposed for use as a motion tracking tool in a 

previous study.122 While differences in phase and/or amplitude in the motion of an 

external marker compared to that of the thoracic organs or lesions have been 

reported102,105,164, the external motion measured at the abdomen has been shown to have 

good correlation with inferior-superior motion of internal regions of interest.102,122,164  

There are several factors that can limit the effectiveness of the PeTrack system for 

patient-motion tracking. As was mentioned previously, since PeTrack relies on the 

positron-emission signal of a fiducial marker there exists substantial interference in the 

form of LORs from the radiopharmaceutical tracer. Selecting for coincidence events 

associated with the marker alone is not a trivial task. Cardiac perfusion studies at our 

institution that make use of 82Rb can produce scanner count rates in excess of 107 counts 

per second, at which time the activity of the fiducial marker used in this study 

corresponds to less than 0.01% of the scanner count rate. Although the current 

implementation of PeTrack includes a background rejection step that excludes most of 
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the LORs originating in the patient, the tracer background in some studies may reduce the 

signal-to-noise ratio of the marker too much to allow PeTrack to track the marker with 

sufficient precision. This effect can be accounted for by the exclusion of the initial 

portion of the acquisition that includes the peak count rate from the image reconstructions 

(as was essentially the case in this study). In the case of 82Rb, which has a half-life of 76 

s, the exclusion of the first 90 - 120 s of the acquisition required for clearance of the LV 

blood pool is generally sufficient for this purpose.165 Additionally, when using 

radiotracers with short half-lives the position of the marker can be tracked in reverse, i.e. 

from end of the acquisition to the beginning, to begin when the SNR of the marker’s 

signal is much more favorable. This challenge is expected to be less significant for 

longer-lived tracers that exhibit a much narrower dynamic range of count rates 

throughout the acquisition. The conditions in this work, therefore likely evaluated 

PeTrack performance under one of the most challenging settings. Regardless, this and 

other work157,166 have demonstrated feasibility in clinical practice, especially for the post-

bolus stages of a cardiac acquisition. Büther and colleagues122 did not report similar 

difficulties while tracking radioactive fiducial markers in projection space although they 

reported using markers with activity that was roughly three times greater than those in 

this study. Additionally, they placed the markers on structural supports to separate the 

markers from the skin of the patients which resulted in a greater patient setup complexity, 

and potential interference with scatter correction. 

Another important consideration is the placement of the PeTrack marker on a patient. 

As the geometric sensitivity of the scanner decreases at the edge of the axial field of 

view, it follows that placement of the marker too near to the edge (i.e. too inferior or 
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superior) will lead to a significant signal reduction. Placement of the marker too near to 

the heart in perfusion studies may also lead to complication as the activity of the tracer 

accumulates in the myocardium leading to a higher interference level for the PeTrack 

system throughout the scan. To help compensate for these issues one could simply 

increase the activity of the fiducial marker to increase the ratio of its signal over that of 

the administered PET tracer. At the Cardiac PET Centre at UOHI, the use of low activity 

external markers is part of the clinical imaging protocol as a quality control measure. As 

these data were collected as part of a clinical quality improvement study, the use of 

higher activity markers was not considered. Apart from increasing the marker activity to 

enhance tracking precision, the marker should ideally be placed in the middle of the axial 

field of view but distally from regions where high uptake is expected, e.g. the heart in 

perfusion studies. Training of technologists is essential to ensure optimal marker 

placement on the patient. Cardiac PET studies with tracers that are administered with 

lower initial activities may be ideal candidates for motion tracking with PeTrack. 

Additionally, the use of long bore PET systems will enable better separation between 

heart and marker placement while ensuring both remain well within the field of view. A  

previously reported technical limitation of the RPM is the reduced visibility of the 

reflective marker in long-bore scanners which may preclude its use on these systems.79 

3.4.5 Clinical Use of PeTrack for Respiratory Gating 

While this work focused on evaluating PeTrack as an alternative to hardware-based 

respiratory gating devices, another practical application, as demonstrated in our practice, 

is to use both systems in concert. This approach affords the option to select the more 
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reliable of the two gating sources on a post-hoc basis and/or use the respiratory signal 

from PeTrack to supplement the respiratory triggers produced by the RPM system. It was 

noted previously that the RPM and PeTrack systems were configured to trigger at 

different respiratory phase which may complicate the combination of the respiratory 

tracking data of the two. As was shown, this challenge could be overcome by 

retrospectively processing the RPM signals to generate respiratory triggers at end-

expiration using the same utilities that have been used for PeTrack. The use of an external 

marker for PeTrack increases the complexity of patient setup compared to alternative 

data-driven approaches but the added difficulty is minimal as no support structure or 

adhesives are needed. Unlike many data-driven methods that have been proposed, the 

PeTrack signal can additionally be used to track whole-body motion of the patient as the 

absolute 3D position of the marker is determined as opposed to temporal fluctuations of 

signal intensity in list-mode or projection spaces. Some early work on this application has 

been performed already167 and will be further explored in future investigations. In our 

clinic fiducial markers are already used in all cardiac PET scans as an indication of 

patient motion, particularly for dynamic acquisitions. It follows that PeTrack can be 

applied without modification to current patient setup procedures. Beyond placing the 

marker on the patient, technologists must verify that the marker is within the axial field-

of-view. This task is satisfied by visual inspection of the initial scout CT scan which is 

used in the clinical workflow for patient positioning prior to each PET acquisition. When 

compared to the RPM system, significantly less setup is required as PeTrack requires no 

setup of dedicated hardware or staff monitoring during imaging. 
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3.5 Conclusion 

A data-driven respiratory gating system was developed that utilizes a low activity, 

positron emitting, fiducial marker and we compared its performance to an established 

hardware-based system in a practical clinical setting. Despite the challenging conditions 

posed by 82Rb cardiac PET/CT for data-driven approaches, PeTrack appears feasible for 

retrospective respiratory gating with no practical loss in the ability to capture patient 

respiratory motion or in respiratory-gated image quality compared to the established real-

time gating available with the RPM system. The performance of both PeTrack and 

prospective RPM was generally reduced in comparison to the retrospective RPM 

approach. This data-driven approach has the potential to reduce the need for expensive 

ancillary hardware systems to monitor respiratory motion but could benefit from 

additional implementation development. 
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Chapter 4 Whole-Body Motion Correction in Myocardial Perfusion 

Imaging with PET/CT 

In this and the following chapter, the ability of PeTrack to detect and estimate whole-

body motion was considered. The content of this chapter is largely based on work that 

was presented at the IEEE Nuclear Science Symposium and Medical Imaging Conference 

in 2018167 and 2019168. Conference record publications were submitted following each of 

these events. Some figures from these conference record publications are reproduced here 

with permission from the authors. 

4.1 Motivation 

Various studies have been reported that sought to measure the prevalence and effects of 

patient motion in cardiac PET/CT, the results of which indicated that motion was present 

in as high as 52% of patients studied.82 Others indicated that motion prevalence and 

severity was affected by the state of rest or stress in the patient, and in the stress cases by 

choice of exercise or pharmacologic stressing agents used.148,149,169 Average whole-body 

motion magnitudes have also been reported in the range of 6 to 10 mm82,148 but with 

maximum magnitudes at or greater than 18 mm.82,169  

At a minimum, it has been recommended in cardiac PET/CT that motion be assessed 

visually while others recommend that motion correction strategies be implemented, 

particularly while patients are in a stress state after pharmacological vasodilation or 

treadmill exercise testing. Although several motion correction strategies have been 

proposed147–149 translation into clinical practice is uncommon.148 Typically, motion 

correction is attempted by spatial registration of dynamic images of pre-defined 
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durations.81,147–149 As a result, they are neither able to correct for intra-frame motion nor 

do they address the issue of PET-CT misalignment. Indeed, there is a need for a whole-

body motion correction algorithm in PET/CT that can correct for patient motion and 

PET-CT mis-alignment prior to image reconstruction.169  

We sought to evaluate a WBM correction method with information from tracking 

fiducial markers using the data-driven Positron Emission Tracking (PeTrack) algorithm. 

Within this current framework 3D translational motion correction is achievable without 

the need for a priori choice of multiple acquisition frames. Additionally, image 

registration techniques are not required to estimate patient motion.  This latter feature is 

useful as the spatial registration of PET images with limited count statistics is challenging 

due to increased image noise as well as changes in image intensity associated with tracer 

dynamics.170  A combination of phantom and patient data was used to demonstrate this 

approach. As PeTrack has only been applied previously on studies using 82Rb as the PET 

tracer, a secondary objective of this study was to validate the tracking performance of 

PeTrack in clinical data sets which used 13N-ammonia as a perfusion tracer. 

4.2 Methods 

4.2.1 Whole-Body Motion Correction Framework 

Unlike what was described in the previous chapter where gated images were 

reconstructed to compensate for motion, here the MAF motion correction paradigm was 

implemented such that individual reconstructed frames are spatially aligned using motion 

information provided by PeTrack.  



 

124 

 

A 3D reference position was established for each acquisition in this study which was 

subtracted from every position element of the PeTrack motion trace. This operation 

transformed the motion information from a set of positions to a set of motion vectors with 

respect to the reference position. The magnitudes of the motion vectors were compared to 

a pre-defined threshold such that instances of relatively significant deviations away from 

the reference position could be determined. In particular, the motion vectors were 

averaged within a 5-second sliding window and then compared to the threshold vector. If 

the mean vector within the window exceed the threshold a motion-trigger was generated 

at the central time of the 5-second window. Each of the 3D components was tested 

against their corresponding threshold to identify instances of motion. The thresholds were 

directly related to the physical size of the voxel in the corresponding reconstructed image. 

Minor variation in the thresholds were considered between the two datasets included in 

this chapter, and so the specific values will be stated later in this section. 

A 5-second sliding window duration was chosen for the application of this approach for 

motion correction during dynamic cardiac PET/CT studies that are performed for 

absolute blood flow quantification. In these studies, the shortest frames used in the 

perfusion protocols at the University of Ottawa Heart Institute are 10-seconds in duration. 

It follows that motion detection at a time scale of 5-seconds would permit intra-frame 

motion correction for these dynamic studies. Additionally, smoothing the original trace 

within the 5-second sliding window can reduce the impact of an external respiratory 

signal while trying to detect whole-body motion. Using this approach, the motion 

correction was limited to the re-alignment of pre-defined dynamic frames. 
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Figure 4.1 An example 1D motion trace is shown from the patient cohort to demonstrate the production 

of motion triggers after applying the moving mean filter. To simplify the example, only the motion the 

left-right direction is shown here. The original and filtered traces are depicted by blue and black curves, 

respectively. The motion triggers are shown as vertical, dashed lines. The motion thresholds are also 

indicated as the vertical limits of the gray bands which span the domain of the plot. 

 

As was stated previously, this motion correction framework was designed to 

compensate for motion-induced CTAC misalignment as well as the loss in signal-to-noise 

ratio in the target tissues. To achieve this, a separate image was reconstructed for each 

‘motion frame’, i.e. a reconstructed frame that includes the data bound by two motion 

triggers, that was identified and were registered and averaged post-reconstruction using 

the motion vectors produced by PeTrack averaged over the duration of each motion 

frame. In the event that non-adjacent motion frames were found to correspond to the 

same position, a form of whole-body motion amplitude gating was applied. In this 

approach, the raw list-mode data were combined to reduce to the total number of 

reconstructed frames. If this occurred, corrections for radioactive decay, dead time, and 
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random coincidence events were adjusted to account for the differences between the 

multiple frames. This spatial registration addresses the motion-induced blurring that 

would exist in the presence of motion if no compensation was applied. To address the 

motion-induced CTAC misalignment, the CT image used for attenuation correction was 

transformed prior to the reconstruction of each motion frame using the same frame-

average PeTrack motion vectors. In doing so, the CTAC image was, in principle, 

spatially registered with the emission data belonging to each individual frame.  

 

Figure 4.2 A schematic representation of the whole-body motion correction algorithm. Prior to the 

reconstruction of each motion frame, the AC map was transformed rigidly (3D) based on the mean 

displacement of the marker during the frame. After reconstruction, motion frames were spatially aligned 

using the reversed transformations. After alignment, a single weighted-average image was produced 

where the weights were determined by the number of coincidence events in each frame. This figure has 

been reused168 with some modification with permission; original copyright 978-1-7281-4164-0/19 ©2019 

IEEE 

 

It follows that reconstructed motion frames were free of CTAC misalignment artifacts 

prior to combining them into a single reconstructed image. A weighted-mean was used to 

combine the individual motion frames where the weights were chosen as the total number 

of prompt coincidence events that were detected within each frame. The weight value of 



 

127 

 

each bin of data to the final image was the number of coincidence counts. A schematic 

diagram of this workflow is presented in Figure 4.2. In this diagram only three frames 

were considered, the second of which is shown as being shifted away from the others. 

4.2.2 Validation Using an Anthropomorphic Torso Phantom 

Myocardial perfusion studies were simulated with the use of an anthropomorphic torso 

phantom that included a cardiac insert that models the left-ventricle of the heart. 

Acquisitions were carried out on a GE Discovery 690 PET/CT scanner (Waukesha, WI) 

with time-of-flight PET and list-mode capability after the injection of 3 MBq and 27 

MBq of 18F-FDG into the cardiac insert and thorax cavities, respectively. Whole-body 

motion was simulated by physically translating the phantom during the acquisition. 

Motion was applied in the three cases along superior-inferior and lateral directions as 

well as diagonally along both. One motion-free acquisition was used as a reference for 

comparison for the acquisitions with motion both before and after motion correction. 

Translations were approximately 5 mm in magnitude and occurred at 60 second intervals. 

Images were reconstructed using the vendor’s standard 3D OSEM offline reconstruction 

toolbox with a transaxial and axial field-of-view of 500 mm and 150 mm, respectively, 

and a 128 x 128 x 47 matrix size. Post-reconstruction filtering was applied using a 5 mm 

FWHM Gaussian smoothing kernel and nearest neighbour weighted averaging in the 

axial direction (the relative nearest neighbour weights were 1, 2, 1). 

Motion tracking was performed at a frequency of 2 Hz using the PeTrack algorithm to 

calculate the position of a radioactive fiducial marker (22Na, ~30 kBq) placed on the 

anterior surface of the phantom. A reference position was recorded at the beginning of 
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the acquisition where emission data were aligned with CT data used for attenuation 

correction. The motion thresholds that were used were 3.91 mm and 3.27 mm in the 

lateral direction and axial directions, respectively. These thresholds correspond to the 

physical sizes of the voxels in each of the directions of motion that was considered. 

Motion detection and estimation were performed using the approach described above. 

4.2.3 Application to 13N-Ammonia Perfusion Studies 

The rest and dipyridamole-stress scans of three patients (N = 3) were used in this study 

(weight 135-158 kg, height 173-178 cm). Two patients were imaged on a GE Discovery 

690 PET/CT system and one on a GE Discovery 600 PET/CT system. Patients were 

injected with 3 MBq/kg of 13N-ammonia for each of the rest and stress imaging protocols. 

The acquisition duration for both protocols was 20 min commencing with tracer 

administration. A CT image acquired prior to the rest PET acquisitions was used for 

attenuation correction for both rest and stress images. Note that the patients are labelled 

as A, B, and C throughout this chapter. 

Image reconstructions were performed offline using the vendor’s reconstruction 

toolbox. A 3D OSEM algorithm with 16 sub-iterations and 4 iterations was used. The 

dimensions of the images were 128 × 128 × 47 voxels with sizes of 3.91 × 3.91 × 3.27 

mm3, respectively. Corrections for attenuation, random and scatter prompt coincidences 

were applied. Post-reconstruction smoothing was not applied to the images; an exception 

to this is mentioned below. Reconstructions ignored the early time phase where the tracer 

has not yet been taken up in the tissue. These start times were 120 s and 300 s for the 

Discovery 690 and Discovery 600 scanners, respectively. 
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In this study, the same fiducial marker (22Na, ~30 kBq) was placed on the chest, to the 

right of midline, on each patient. The motion thresholds were reduced for the clinical data 

sets as compared to those of the phantom experiment. The motion simulated in the 

phantom studies represented a relatively extreme case and the transitions were rapid. As 

motion is often not so well defined for humans, the thresholds for detecting motion were 

relaxed. The thresholds were set to half the voxel sizes, 1.96 mm and 1.64 mm for 

transaxial and axial directions, respectively, for the clinical data sets. 

A reference position was determined as the mean position of the marker during the 

entire reconstructed frame (120 s – 1200 s and 300 s to 1200 s for acquisitions on the GE 

Discovery 690 and 600 scanners, respectively). This was done so that the PET reference 

position has the best alignment with the CT image used for attenuation correction. This 

assumption is based on the use of a 3D displacement vector stored in the metadata of the 

raw files used in the offline reconstruction. This 3D vector was produced by technologists 

in the clinic to rigidly register the CT image to the PET image to enhance the quality of 

the attenuation correction.  

4.2.4 Quantitative Measurements 

Several image-based quantitative measurements were performed to evaluate the quality 

of the image reconstructions both prior to and following motion correction. The 

following measurements were performed for both the phantom and patient data sets. 

Several additional measurements, which will be described below, were exclusively 

performed on the patient images. All measurements were performed after reorienting the 

image volume into the short-axis representation. All motion-corrected images were 
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reoriented using the transformation matrix that was used for the corresponding non-

corrected image to enhance spatial agreement between the pair; this was done especially 

for comparison of LV thicknesses within specific segments. The reorientation method 

was described previously in Section 3.2.4. LV wall-thicknesses and contrast-to-noise 

ratios (CNR) were measured as quality metrics of the images.  

The LV wall thicknesses were measured using a modified version of the approach 

described in Section 3.2.7. Unlike the method used in Chapter 3, radial profiles emanated 

from the center of the LV blood pool and extended beyond the epicardium. Profiles were 

produced at 16 equally spaced angular positions on 14 short axis slices. Note that 20 

angular samples were acquired for some clinical images where patients had left ventricles 

that were considerably larger than the of the anthropomorphic phantom. The rationale for 

not applying post-reconstruction smoothing was to not affect these thickness 

measurements in the reconstructed images. An example of the profiles is provided in 

Figure 4.3. While a multi-resolution approach was once again used, there was no 

averaging among adjacent profiles as was described in Section 3.2.7. Individual 

measurements were averaged based on the left-ventricular segment to which they 

belonged, i.e. there are multiple radial profiles belonging to each segment. The American 

Heart Association 17-segment model47 was used. The apex was excluded from phantom 

measurements due to the presence of an air bubble within the model LV wall of the 

phantom that was completely vacant of activity. Additionally, as the curvature of the 

apex did not lend itself to the radial sampling method, it was also not performed among 

the clinical data set. 
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Figure 4.3 Diagram of the radial profile locations cast on the reoriented image volumes for the purpose 

of making LV thickness measurements. Image A shows a single short-axis slice on which four radial 

profiles can be seen originating at the LV center and spanning outward across the LV wall. Image B 

shows a horizontal long-axis image slice depicting the series of short axis slices that were used. The 

figure is derived from the reference trial reconstruction of the anthropomorphic phantom. A region 

within the model LV wall can be seen within the apex to be void of activity; this region corresponds to 

an air-bubble. Note that these profile indicators are only qualitative representations of the profile 

locations that were actually used for the measurements. 

 

Contrast-to-noise ratios were calculated as the difference in the mean activity 

concentrations between the LV and a background volume of interest (𝐴𝐵𝐾𝐺𝐷
̅̅ ̅̅ ̅̅ ̅̅ ) divided by 

the standard deviation measured in the background (𝜎𝐴,𝐵𝐾𝐺𝐷).  

 
𝐶𝑁𝑅 =  

𝐴𝐿𝑉
̅̅ ̅̅ ̅ − 𝐴𝐵𝐾𝐺𝐷

̅̅ ̅̅ ̅̅ ̅̅

𝜎𝐴,𝐵𝐾𝐺𝐷
 

Eq. 0.1 

 

 

The LV was segmented using the radial profile fitting procedure that was used to 

measure the LV thicknesses. From each radial profile, the coordinates corresponding to 

the extent of one FWHM about the centroid were recorded. The inner and outer limits 

from each profile were used to construct two polygonal masks on each short-axis slice 

that was sampled. The two masks roughly correspond to the endocardial and epicardial 
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limits of the LV; the difference between the two masks provides a single mask which 

represents the LV myocardium. A 3D VOI containing the LV (excluding the apex) was 

then produced by concatenation of the set of 2D masks. 

In the case of the phantom studies the background VOI was a rectangular prism which 

contained 6 × 6 × 14 voxels and was parallel to the model LV and just outside of the 

septal region. The exact position was unique to each trial, but it was chosen to contain a 

volume of uniform background activity. In the patient data sets a cubic background VOI 

with an edge length of 4 voxels was placed approximately within the left atrium.  

The tracking precision of PeTrack was assessed by measuring the centroid position of 

the marker in a dynamic series of images, each with a duration of 60 seconds. To measure 

the agreement between these two sets of measurements, the PeTrack motion trace was 

averaged over the same time frames. Correlation and Bland-Altman analysis was carried 

out to quantify the agreement. The image-based centroids were computed as activity-

weighted mean (see Eq. 0.2) position of marker within a cubic VOI centered about the 

marker with an edge size of 11 voxels. 

For the clinical data sets the regional and global relative myocardial perfusion were 

measured. Regional measurements correspond to the left-anterior descending (LAD), 

right-coronary (RCA) and left-circumflex (LCX) arteries territories. The global 

measurement included the entire left ventricle (LV). Lastly, the LV blood pool volume 

was also measured. Perfusion measurements were performed using the automated 

Corridor 4DM (INVIA Medical Solutions, Ann Arbor, Michigan) software. Unlike the 

image quality measurements described previously, a 5 mm FWHM Gaussian smoothing 

kernel was applied using tools within the Corridor 4DM application to prior to making 
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these measurements. No manual interventions regarding LV segmentation or 

reorientation were performed while using Corridor 4DM. The LV blood pool volumes 

were calculated as the volume of the inner, or endocardial, mask that was described 

previously. 

4.3 Results 

4.3.1 Motion Tracking Validation 

The axial and lateral components of the PeTrack motion traces for the four phantom 

acquisitions are shown in Figure 4.4. Changes in the anterior-posterior position were not 

included in the experiment so this component of the trace is not shown. The axial 

components shown in Figure 4.4(A) provide clear demonstration of the instances of 

motion (and non-motion in the Reference and Lateral cases). The lateral motion 

component did not demonstrate the same level of tracking precision in the diagonal 

motion case. The correlation and Bland-Altman analyses, shown in  

Figure 4.5, indicated excellent agreement between the marker displacements reported 

by PeTrack and those measured from dynamic image reconstructions. The correlation 

coefficient (ρ) of 0.96 and a RMSE of 1.1 mm was observed between the two sets of 

measurements. The Bland-Altman plot shows that there is no statistically significant 

difference between the two sets of motion measurement as determined by a two-tailed, 

paired, Student’s t-test. Across all three trials the mean bias was -0.26 mm, well below 

the size of a single voxel. Only the dominant motion dimension is used for each case, e.g. 
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only axial motion was considered for the Diagonal case.

 

Figure 4.4 Phantom motion trace derived from PeTrack algorithm.  Images A and B depict the axial and 

lateral displacements as a function of time during the acquisitions. Traces are shown for each acquisition: 

reference (blue); axial motion (red); lateral motion (yellow); and diagonal motion (purple). 

 

 

Figure 4.5 Correlation (A) and Bland-Altman (B) plots for the phantom study indicating the agreement 

of motion measured using PeTrack to that measured in each of the non-corrected (Dynamic) ‘motion-

frames’. Measurements for the axial, lateral, and diagonal motion trials are indicated by red, yellow and 

purple points, respectively. Plot A contains a grey line of identity and a black line of best fit. Only the 

dominant motion component was used for each case, e.g. axial motion is considered for the Diagonal 

case. In plot B, the paired differences between the dynamic image and PeTrack measurements are 

denoted by ‘∆’. 
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The quality of the PeTrack motion tracking for 13N-ammonia studies was evaluated in a 

similar fashion except that the marker displacements were determined from reconstructed 

dynamic series with 1-minute frames. From each, the activity-weighted centroid of the 

marker and its standard deviation (as per  Eq. 0.1) were determined from within a cubic 

volume of interest (VOI) set around the marker. The activity-weighted mean and standard 

deviations were defined earlier in Section 3.2.7. The VOI had an edge size of 11 voxels. 

An example of these measurements is shown in Figure 4.6 where a high concordance 

between the PeTrack  and image-based measurements can be observed. These data were 

produced for all 6 acquisitions in this study. Bland-Altman (see Figure 4.7) and 

correlation analyses indicated a Pearson correlation coefficient of 0.91 (p < 0.0001), 

RMSE of 0.77 mm, mean paired difference of 0.02 mm with limits of agreement (± 

1.96SD) of [-1.49,1.59] mm; all of which indicate excellent agreement. 
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Figure 4.6 Comparison of marker 3D displacements from PeTrack (PT) and image-based (Img) 

measurements for the stress acquisition of patient B. Image measurements were made from dynamic 

reconstructions of the entire acquisition with 1-minute frames. Symbols with error bars indicate the 

centroid and ±1 SD limits of the marker in each dimension (RL = right-left, AP = anterior-posterior, IS = 

inferior-superior) for each of the frames. Note that the standard deviations of the centroids were 

calculated by using Eq. 0.1. This figure has been reused168 with permission and was modified from its 

original version; original copyright 978-1-7281-4164-0/19 ©2019 IEEE 

 

 

Figure 4.7 Correlation (A) and Bland-Altman (B) plots comparing PeTrack and image-based marker 

displacements for all human acquisitions. The PeTrack displacements shown here were averaged over 

the 1 min duration of each dynamic frame. The paired differences in B were computed as ‘PeTrack - 

Image’. The Bland-Altman plot shows excellent agreement giving strong evidence for tracking quality 

with PeTrack in this cohort. 
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4.3.2 LV Wall Thickness and Blood Pool Volume Comparison 

To emphasize the effects of motion among the phantom acquisitions 17-segment polar 

maps of the LV were produced wherein the value of each segment corresponds to the 

change in thickness compared to that of the reference image. These are shown in Figure 

4.8. For each non-corrected case (sub images A, C, and D) the changes in thickness are 

clearly shown to predominantly follow the direction of motion, e.g. along the anterior-

inferior (A-I) direction for the axial motion case. The motion-corrected polar maps 

indicated a much closer agreement with the reference image measurements, as indicated 

graphically by segment colours that are less intense and closer to white. 

A summary of the LV thicknesses for the four phantom acquisitions is provided in 

Table 4.1. The values represent the means across each of 16 LV segments that were 

sampled. The mean values for the reference and motion-corrected images demonstrate 

good agreement whereas those of the non-corrected images exhibit substantial increases. 

Paired Student’s t-tests were performed between the thickness measurements of each trial 

case compared to the reference where LV thickness measurements were paired by 

segment. All non-corrected images indicated significant thickness increases compared to 

the reference. A significant difference was also detected for the diagonal motion-

corrected image which suggested some residual blur that was not adequately 

compensated. That said, the mean paired differences for this case was 0.8 ± 1.2 mm, 

which is a small effect compared to the mean LV thickness of the reference case (14.3 

mm). The mean paired differences for the non-corrected diagonal motion case was 4 ± 4 

mm and represents a much larger effect. 
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Figure 4.8 17-segment polar maps of the model LV of the phantom indicating absolute changes in the 

thickness compared to the reference image for each motion case before (‘Non-Corrected’: A, C, and E) 

and after motion correction (‘Corrected’: B, D, and F). All values are in units of millimeters. 

Graphically, the colour intensity reflects the severity of mismatch between a segment thickness of a trial 

image with that of the reference. Note that the colour map is identical for all sub-figures. 
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Table 4.1 LV thicknesses measured for each phantom trial averaged among all 16 segments. Standard 

deviations (SD) are also provided. Reported p-values correspond to a two-tailed paired Student’s t-test 

for each trial compared to the reference measurements – data were paired by segment for these tests. The 

image label ‘MC’ indicates motion correction. 

Image LV Thickness     

Mean ± SD [mm] 

p 

Reference 14.3 ± 1.8 - 

Axial 17.5 ± 1.4 0.0002 

Axial – MC 14.6 ± 1.7 0.4 

Lateral 15.8 ± 1.9 0.009 

Lateral – MC 14.7 ± 1.7 0.13 

Diagonal 18.3 ± 1.6 0.0009 

Diagonal – MC 15.1 ± 2.0 0.02 

 

 The analogous LV thickness measurements within the clinical dataset are shown in 

Table 4.2. The changes were relatively small with a mean, minimum and maximum 

paired difference of -0.2 mm, 0.0 mm, and -1.0 mm, respectively. Negative values imply 

smaller thicknesses after motion correction. The most substantial changes in thickness 

were observed for the stress scans of patients B and C: -0.6 ± 0.5 mm, and -0.7 ± 1.3 mm, 

respectively. Statistically, only the stress scan of Patient B corresponded to a significant 

difference (p = 0.0002). The measurements of the stress scan of Patient C, however, 

indicate a trend toward narrower LV thicknesses after motion correction (p = 0.05). 

Several metrics of patient motion were also tabulated for the cohort to provide context for 

the thickness measurements. The number of recorded motion-triggers, the number of 

motion-frames, and the Euclidean magnitude of the maximal displacements are shown in 

Table 4.2. 
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Table 4.2 LV thicknesses measured for the clinical dataset averaged among all 16 segments. Standard 

deviations (SD) are also provided. Reported p-values correspond to a two-tailed paired Student’s t-test 

for acquisition between non-corrected and corrected images – data were paired by segment for these 

tests. Patients were labelled with the characters A, B, and C, and the physiologic state of each acquisition 

is indicated. Patient motion indicators such as the number of triggers and motion frames as well as the 

maximum displacement magnitudes are also provided 

Scan Mean LV Thickness ± SD [mm]  Patient Motion 

Non-

Corrected 

Corrected p  No. 

Triggers 

No. Motion 

Frames 

Max Displacement 

Magnitude [mm] 

Patient A: Rest 19.1 ± 1.8 19.1 ± 1.8 0.6  14 6 5.8 

Patient A: Stress 19.6 ± 1.5 19.5 ± 1.5 0.8  42 11 12.8 

Patient B: Rest 18.1 ± 1.3 18.1 ± 1.4 0.9  35 6 8.1 

Patient B: Stress 18.5 ± 1.3 17.9 ± 1.2 0.0002  67 17 11.2 

Patient C: Rest 22.0 ± 2.8 21.8 ± 2.6 0.5  43 8 9.8 

Patient C: Stress 22.4 ± 2.3 21.7 ± 2.2 0.05  42 8 11.2 

 

The LV blood volume measurements for the clinical data set are shown in Figure 4.9. 

Volumes range from 23 cm3 to 61 cm3 among this cohort. In all cases other than of the 

rest scan of Patient B, the volumes were observed to increase after applying motion 

correction. The mean paired difference and standard deviation between the Non-

Corrected and Corrected image measurements was 1.0 ± 1.6 cm3. The average increase in 

volume was not statistically significant. Moreover, the changes were relatively small 

compared to absolute values of the volumes. The changes, after applying motion 

correction, ranged from -3% to 7%. 
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Figure 4.9 LV blood pool volume measurements for each of the clinical acquisitions. Values from the 

Non-Corrected and Corrected images are shown in red and yellow, respectively. 

 

4.3.3 Effects of Motion Correction on CNR 

Example short axis slices of the phantom images are shown in Figure 4.10. The image 

corresponding to the Reference image is repeated on each row of the matrix to make 

visual comparison easier. The non-corrected images demonstrate obvious motion 

artifacts, namely blurring and reduced contrast in the LV compared to the surrounding 

regions. These effects are largely compensated for following motion correction. 

Quantitatively, marked losses in CNR were observed for the non-corrected phantom 

images which was largely recovered by applying motion correction. Figure 4.11(A) 

shows the measurements for each trial both before and after motion correction. Non-

corrected images exhibited reductions of 43%, 34%, and 45%, whereas reductions of 

only 7%, 14%, and 9%, were observed for motion corrected images of the axial, lateral, 

and diagonal motion cases, respectively.  

The effects of motion correction within the clinical data set were much more subtle 

than in the phantom measurements. The example images from the stress scan of the three 
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patients are shown in Figure 4.12. Motion correction led to an average (percent) increase 

in CNR of 11.3%, with a minimum and maximum of -13.9% and 61.2%, respectively. 

The CNR measurements for each individual image are shown in Figure 4.11(B). 

 

Figure 4.10 Example short axis images from the four phantom acquisitions. The Reference, Non-

Corrected, and Corrected images for each motion case are shown to emphasize the effects of motion 

correction on this data set. All images are displayed on the same intensity range. This figure has been 

reused167 with permission; original copyright 978-1-5386-8495-5/18 ©2018 IEEE. 
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Figure 4.11 CNR bar plots for the phantom (A) and 13N-ammonia (B) acquisitions. Reference, non-

corrected and motion-corrected data are shown in blue, orange, and yellow, respectively. Note that in 

sub-figure A, the Reference column is repeated for each of the three motion cases. In sub-figure B, 

individual patients are indicated by the character labels A, B, and C and the physiological state or rest or 

stress is also indicated. 

 

Figure 4.12 Example images of the stress scans of the clinical data set. Non-corrected and corrected 

images are shown in the first and second columns, respectively. All images are displayed on a common 

intensity range. The arrows on the images of Patient C demark the most pronounced intensity change 

associated with motion correction. This case demonstrated the largest maximum displacements among 

the clinical data set. 
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4.3.4 Relative Perfusion and Left-Ventricular Volumes 

The relative regional and global perfusion measurements are shown in Table 4.3. 

Across all domains, the measurements made from the Non-corrected and Corrected 

images are in good agreement which suggests that motion corrections had no effective 

impact on relative perfusion values in this clinical data set. The mean paired differences 

between the non-corrected and motion-corrected images, averaged across all six 

acquisitions, are all less than 1% for each of measurement domains.  

Table 4.3 Mean relative myocardial perfusion in the LV among the clinical dataset of this study. 

Measurements are reported within the LAD, LCX, and RCA territories as well as for the entire LV. The 

measurements were made from the non-corrected and motion-corrected images. 

Scan Reconstruction Mean Relative Perfusion ± SD [%] 

LAD LCX RCA LV 

A: Rest 
Non-corrected 71 ± 11 81 ± 7 72 ± 6 74 ± 12 

Corrected 71 ± 11 81 ± 7 71 ± 7 73 ± 11 

A: Stress 
Non-corrected 75 ± 11 80 ± 7 77 ± 7 76 ± 10 

Corrected 73 ± 11 78 ± 7 75 ± 7 74 ± 11 

B: Rest 
Non-corrected 86 ± 11 91 ± 5 84 ± 5 87 ± 9 

Corrected 89 ± 9 89 ± 4 83 ± 5 86 ± 8 

B: Stress 
Non-corrected 82 ± 12 79 ± 6 82 ± 8 81 ± 10 

Corrected 81 ± 13 81 ± 6 82 ± 8 80 ± 11 

C: Rest 
Non-corrected 86 ± 8 93 ± 4 83 ± 7 86 ± 9 

Corrected 87 ± 7 94 ± 4 83 ± 7 87 ± 9 

C: Stress 
Non-corrected 81 ± 7 92 ± 6 83 ± 7 84 ± 9 

Corrected 82 ± 7 96 ± 4 83 ± 7 86 ± 9 

 

4.4 Discussion 

In the original paper in which PeTrack was first described90, Xu and colleagues 

demonstrated a tracking precision of 0.27 mm when 62 LORs (on average) were used for 

localization in simulation studies. In their study, the active radionuclides that were 

considered were 124I, 84As, and 84Rb and the measurements were made within a radiation 
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therapy context using a custom detector system consisting of two pairs of position-

sensitive scintillating crystal arrays. While a meaningful comparison between the 

tracking precision observed in this study to that of Xu et al. cannot be made, the stated 

tracking precision of 0.27 mm serves as a useful benchmark.  The tracking precision was 

estimated in this work using the motion traces of the phantom experiments. From the 

Reference acquisition where no motion existed the precision was estimated as the 

standard deviation from the first 60 s (120 samples) of the acquisition. In the left-right, 

anterior-posterior and inferior-superior directions, tracking precisions were 0.31 mm, 

0.26 mm, and 0.25 mm, respectively. The mean number of LORs per tracking instance, 

averaged across the first 60 s, was 124 ± 11. In the first reported use of PeTrack within 

the context of PET, Chamberland and colleagues166 reported a 3D precision of 0.8 mm. 

The addition in quadrature of the individual components stated above yields a 3D 

precision estimate of 0.47 mm. From this it seems that the tracking precision achieved 

within the present phantom experiments is in good agreement with previous studies of the 

PeTrack tracking method. Qualitatively, the tracking precision of the left-right (or lateral) 

component of the Diagonal motion case appears to exhibit reduced precision, particularly 

in the first 60 seconds of the acquisition. Indeed, the tracking precision for this segment 

of the motion was 0.76 mm, more than twice that observed for the reference acquisition. 

The mean number of LORs per tracking instance within this time frame was 81 ± 10, 

which based on previous PeTrack studies should generally provide sufficient tracking 

quality. Nevertheless, the exact reason for the reduction in tracking precision for this 

acquisition remains unclear. 
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In the Bland-Altman plot shown in Figure 4.7(B) a trend is apparent that suggests that 

when the magnitude of the mean displacements increase, the image-based measurements 

are low compared to those of PeTrack. This effect manifests as a negative slope among 

the data points shown on this plot. The reason for this is most likely associated with 

attenuation correction artifacts for the frames that deviate furthest from the reference 

position, at which adequate attenuation correction was expected. This result is not 

surprising as no motion correction was implemented for this dynamic reconstruction to 

minimize CTAC artifacts. 

In the original conference record publication167, the CNR measurements of the 

phantom scans used a background VOI within the model LV blood pool, but this led to 

confounding measurements as there was no tracer injected into this region. As a result, as 

the initial injected activity within the LV decayed there was no similar decay within the 

background region which reduced the relative improvement in CNR due to motion 

correction. Therefore, the CNR measurements were repeated using a background VOI 

that contained water in the body of the phantom in which a uniform activity distribution 

existed. Nevertheless, only a single injection into the phantom was performed for the four 

acquisitions that were performed. While the 18F-based tracer has a relatively long half-life 

of 1.83 hours, non-negligible tracer decay occurred over the course of the experiment that 

was not compensated for prior to comparing CNR values between the reference and 

subsequent motion cases. In a simple model of a radioactive signal amid a lower activity 

background, of the same radioisotope, the CNR can be shown to decay at half the rate of 

this signal itself. An example of the model is shown in Figure 4.13 where the signal and 

background are associated with the β+ decay of 18F. The solid curve of the figure 
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represents the activity of the signal region as a function of time, the dashed line 

corresponds to the CNR (normalized to the initial value), and the markers indicate the 

expected CNR at the start time of each of the phantom acquisitions with respect to the 

start of the Reference scan. Simply due to decay, the CNR of the Axial, Lateral and 

Diagonal acquisitions are reduced compared to the Reference by approximately 4%, 8%, 

and 12%, respectively. These relative losses correspond to dominant proportions of the 

reductions in CNR stated previously for the motion-corrected images. While these effects 

apply equally to the non-corrected images, they represent a smaller fraction of the 

measured losses.  

 

Figure 4.13 Effect of radioactive decay between phantom acquisitions on CNR. The signal decay, CNR 

and acquisition start times are indicated by the solid line, dashed line, and markers, respectively. All data 

have been normalized to their respective initial value to focus on their relative changes over time. 

 

In contrast to the relatively large increases in CNR observed for the phantom 

experiment following motion correction, the effects of motion correction within the 

clinical dataset are much less substantial. The primary reason for this is that the patients 
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in the clinical dataset were selected randomly and were not screened for patient motion. 

The phantom experiments exhibited motion displacements up to approximately 20 mm in 

magnitude. As a reference of scale, the typical LV wall thickness is roughly 10 mm. 

Moreover, the phantom motion was persistent in moving away from the reference 

location. In clinical studies, however, patient motion has been found to exhibit motion 

that either non-returning or returning motion.142 The latter type of motion implies that a 

displacement from the reference position is transient which mitigates the effects of 

motion. Indeed, within this cohort the mean displacements (averaged across the 

acquisition duration) were typically less than 1 mm. The root-mean-squared 

displacements ranged from 1.3 – 4.7 mm but are not indicative of the changes in the 

direction of motion throughout the acquisition. Thus, it appeared as though patient 

motion was transient and, on average, the patients deviated only marginally from the 

reference position. Due to the limited extent of motion within this group, the detection of 

changes among the metrics indicated previously between Non-Corrected and Corrected 

images was limited. 

The maximal displacements, among all Cartesian directions, observed for each 

acquisition indicated that the stress acquisitions had larger maximal displacements than 

those of rest: 10.1 – 12.3 mm compared to 5.1 – 8.1 mm, respectively. These maximal 

displacements agree with those reported previously by Hunter et al.82 The stress scans of 

Patients B and C exhibited the highest maximal displacements, largely along the right-left 

direction. Not surprisingly, it was for these two acquisitions that the largest changes in 

LV thickness were observed between the non-corrected and motion-corrected images. 
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This effect was also mirrored by a substantial increase in CNR for Patient C, but not, 

however, for the stress acquisition of Patient B. 

The relative perfusion and LV volume measurements seemed quite insensitive to the 

choice of non-corrected or motion-corrected image reconstructions. Across the LV, or 

individual LV territories, the standard deviations ranged from 4% to 11%. It may be that 

the intra-subject perfusion variation is sufficiently high to mask the effects of mild 

motion. An effect of patient motion within cardiac PET imaging is to blur regions of 

reduced uptake, which could correspond to disease, in such a way as to mask the severity 

of the reduced perfusion. Within this cohort, as shown in Table 4.3, there did not appear 

to be any cases of markedly reduced perfusion in a particular territory. While LV blood 

pool volumes were shown to increase after applying motion correction, the changes were 

relatively small compared to the Non-corrected volumes. In future work, the inclusion of 

patients with suspected or confirmed coronary artery disease would be useful for 

evaluating the potential of the motion correction approach for enhancing the perfusion 

defects. 

This method was designed to address whole-body patient motion, but it is not yet clear 

how other types of motion could potentially limit the performance of the PeTrack motion 

correction algorithm. In principle, severe respiratory motion (as measured with the 

external marker) could give rise to motion triggers and thus confound the proposed body-

motion detection approach. The use of a sliding window smoothing kernel is expected to 

limit the sensitivity of this approach to respiratory motion. As was shown in Chapter 3, 

the IQR of the respiratory rates observed (roughly across all gating methods) ranged from 

10 – 20 breaths/min. These rates correspond to breath periods in the range of 3 – 6 s. As 
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the sliding window span was 5 s, we expect that the respiratory signal of the marker will 

be suppressed for most patients and most respiratory cycles. That said, future work 

remains to demonstrate this assertion. Moreover, both whole-body and respiratory motion 

could be characterized for each acquisition and dual body-respiratory motion correction 

could be implemented. 

4.5 Conclusions 

In this study the feasibility of whole-body motion correction using 3D motion 

information derived from tracking radioactive markers using the PeTrack algorithm was 

demonstrated. The phantom experiments provided strong evidence that rigid whole-body 

motion correction based on motion tracking with PeTrack can significantly reduce the 

blurring artifacts associated with patient motion.  

PeTrack was shown to exhibit 3D motion information of the marker during 13N-

ammonia cardiac perfusion PET studies that was in excellent agreement with image-

based measurements. Within this small sample of patients with limited motion, image 

quality was not obviously degraded by motion artifacts and thus motion correction was 

not found to improve image quality or have impact on relative perfusion measurements in 

the LV. Future investigations are warranted to assess the impact that this motion 

correction algorithm may have in the clinic, not only in static imaging but also dynamic 

protocols where inter- and intra-frame patient motion need to be considered to improve 

the precision of absolute blood flow quantification. 
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Chapter 5 Whole-Body Motion Correction for Absolute Blood Flow 

Quantification 

The content of this chapter represents an extension of the methods developed in 

Chapter 4 in the context of dynamic myocardial perfusion imaging studies wherein 

kinetic modelling is employed to calculate left-ventricular absolute blood flow. The work 

described here has not been published or presented previously. 

5.1 Motivation 

Given the growing body of evidence that suggests that body motion should be 

accounted for in cardiac PET/CT studies and given the observed limitations of frame-

wise correction methods, we sought to investigate two data-driven methods for motion 

correction prior to kinetic modelling in cardiac perfusion PET/CT studies to estimate 

absolute myocardial blood flow (MBF). Refer to Section 1.3.3 for details and definitions 

regarding MBF estimation. In the proposed framework we exploit the high temporal 

resolution of data-driven tracking methods to detect intra- and inter-frame motion. 

Additionally, we also designed our MC approach to address the problem of mis-

registration between PET emission data and attenuation correction data which is derived 

from a static CT acquisition. Two data-driven motion tracking/detection systems were 

employed and compared. These consist of the positron emission tracking (PeTrack) 

algorithm167 and the centroid of distribution (COD) method.119 Both methods use only 

list-mode data from the PET scanner to generate a motion tracking signal. They differ, 

however, in that the former tracks the motion of low-activity point sources placed on the 

patient while the latter uses only emission data from the radiotracer. While other data-
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driven motion tracking approaches have been proposed or demonstrated to detect body 

motion117,171, they are technically similar to the COD approach and were not 

implemented for this study. 

5.2 Methods 

5.2.1 Centroid of Distribution (COD) Motion Tracking 

The COD algorithm described in the work of Lu and colleagues119 was implemented 

for this study with only minor modification. This data-driven approach to tracking patient 

motion is based on calculating the mean position of the most likely annihilation (MLA) 

points (calculated from TOF) from a set of LORs belonging to a specific time interval. 

This calculation is repeated for each adjacent time window throughout the acquisitions to 

derive a 3D motion trace of the centroid. This technique is advantageous in that it relies 

only on the tracer activity administered to a patient and is relatively fast to compute as it 

does not employ iterative methods. Generating a motion trace from list mode data 

typically required 1 minute of processing time using a standard desktop workstation. 

In its original implementation for tracking body motion, all LORs acquired by the PET 

system were used for tracking. Lu and colleagues119 developed this method using animal 

and human PET studies which considered several different 18F-based tracers with various 

targets within the torso. Since the imaging target of this work is the heart, LORs that were 

unlikely to have originated within a cubic volume of interest (VOI) centered about the 

heart were excluded from the centroid calculation. Additionally, the time interval used for 

each centroid calculation was fixed at 1 second in its original implementation. In this 

study, a tracking interval of 0.5 s was used to match that which is used for PeTrack. 
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The VOIs were created manually for each acquisition included in this study using a 

custom graphic user interface developed using MATLAB (MathWorks®, Natick, 

Massachusetts, USA). The VOIs were drawn on static uptake images where the 

myocardium has a relatively high contrast compared to the extracardiac space. The VOIs 

were intentionally drawn larger than the heart to allow for motion of the heart within that 

space. LORs in any time interval were initially excluded if their MLA points did not fall 

within the VOI. A one-dimensional probability density function (PDF) was used to 

describe the distribution of the possible annihilation location along a LOR. The PDF was 

integrated within the limits set by its intersection points of the VOI to determine the 

probability that the LOR originated from within the VOI. The PDF was assumed to be a 

Gaussian function centered at the MLA point with a FWHM of 80 mm, to match the TOF 

resolution of the Discovery 690 PET/CT system that was used to acquire the data (see 

Table 1.2). The probability cut-off was chosen to be 10% after evaluating the COD 

motion traces using various values ranging from 0 – 50%. The cut-off of 10% was shown 

to provide a reasonable balance between signal noise and accuracy. This LOR rejection 

method is illustrated in Figure 5.1. The phantom studies described in Chapter 4 were used 

for this assessment. Examples of these traces are provided in the results, Section 5.3. 
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Figure 5.1 Schematic representation of the acceptance/rejection method used to determine the set of 

LORs used for COD tracking. The volume of interest (VOI) was drawn about the heart (shown in red) as 

a black rectangle. Two LORs are drawn as dashed arrows originating from the annihilation locations 

indicated by the lightning bolts. While the true annihilation locations cannot be known, they are 

indicated here for demonstration purposes. The most-likely annihilation (MLA) points are indicated as 

empty circles. While both LORs have MLA points within the VOI, the probability of the LOR shown in 

the upper left is small and is thus rejected. The other, however, likely originated within the LV 

myocardium and has high probability of being included. 

 

The use of the COD algorithm has only been evaluated when the tracer has equilibrated 

within the imaging target, i.e. when tracer concentration has reached a steady state. This 

is achieved either with delayed start of the acquisition following administration of the 

tracer or by excluding emission data acquired before some predefined time-period. The 

reason for this is to not misinterpret normal tracer dynamics in the body with patient 

motion. In this study however, the COD traces were not limited to the steady-state (or 

uptake) portion of the acquisition as patient motion in the early frames can affect the 

image derived blood input function used for kinetic modelling.172 
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5.2.2 Whole-Body Motion Detection 

A novel motion detection algorithm was developed for this study which was applied to 

both PeTrack and COD motion traces. It was designed to detect and record instances 

along the motion trace which corresponded to patient motion. These instances of motion 

are referred to hereafter as body motion triggers, or triggers. Several different approaches 

were developed for this purpose, which employed either physical threshold, signal 

processing techniques or statistical arguments to indicated that a relatively significant 

change in the position of the motion trace has occurred. They were developed with the 

use of the phantom studies described in Chapter 4 where the motion triggers were known 

a priori. The final method was chosen as that which indicated the best agreement between 

the PeTrack and COD tracking approaches. 

The selected approach is a graphical method which is closely related to measurements 

of the velocity components of each 1D component on the motion trace. In this approach 

the position and time were treated as generalized coordinates. A linear fit of these the 

position and time coordinates was performed on each component within a 20 s sliding 

window. The elevation angle of the fitted line, which represents the degree of change in 

the position, was measured between the vector normal to the line and the positive vertical 

direction, i.e. the generalized vector which has components in the time and position 

domains of 0 and 1, respectively. The spatial and temporal units of the motion traces 

were millimeters and seconds, respectively. This approach is similar to imposing 

thresholds on the average velocity of each component computed over the duration of the 

sliding window. Figure 5.2 provides an example 1D motion trace on which the normal 

vectors are overlaid for each sliding window position. 
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Figure 5.2 Example motion detection where the processed trace is depicted along the calculated normal 

vector.  Only the anterior-posterior component of the motion trace is shown. The time domain is split to 

isolate two body motion triggers (dashed vertical lines) that were identified at 103 s and 238 s. The 

trigger at 103 s (trigger ‘a’) corresponds to change in position with a relatively steep gradient, whereas 

the trigger at 238 s (trigger ‘b’) corresponds to a low gradient, steady change in position. The local linear 

fits at each of the triggers are shown by red dashed lines. The angles between the generalized vectors and 

the vertical direction are indicated as for each trigger. Note that the length of the arrows is arbitrary as 

they are scaled automatically to ensure the arrow tips do not cross adjacent arrows. 

 

The window was incremented with a step size of 0.5 seconds until it reached the end of 

the acquisition. When motion was detected, a body motion trigger was inserted at the 

mean temporal position of the window. Motion was considered to be present if either of 

the following criteria were met: the instantaneous deflection angle exceeded a threshold 

(θ1), or when the accumulated deflection angle exceeded a threshold (θ2). Note that the 

accumulated deflection angle was initialized at 0º and was modified by each time 

window; it was reset to 0º if it reached θ2 and accumulation began again.  These two 

events correspond to rapid changes and gradual drifts of the position in each direction of 

motion. The two thresholds were initially selected by assessment of the performance of 

both tracking methods to correctly identify triggers in the phantom studies. The phantom-

derived deflection thresholds (θ1, θ2) were set as 15º and 90º, respectively. Note that θ1 = 
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15º is equivalent to an average velocity of 0.27 mm/s over the sliding window duration, 

whereas the θ2 = 90º could be reached, for example, if an average velocity of 0.016 mm/s 

were maintained over a 70 s period.  

The phantom-derived thresholds were ultimately found to be unsuitable for human 

studies due to the abruptness and magnitude of the motion in the phantom studies. A 

small set of studies which exhibited either abrupt and/or gradual motion, as observed in 

the motion traces, were used to determine the deflection thresholds for human studies. 

The instantaneous deflection threshold (θ1) was adjusted to be 24º (or 0.45 mm/s), 

although in practice only gradual motion (accumulated deflection ≥ 90º) appeared to be 

relevant. 

The motion traces were filtered at the outset to make motion detection less susceptible 

to noise. The signals were convolved with an averaging kernel with a span of 5 seconds. 

An additional low pass filter was employed for the human studies, to reduce the impact of 

respiratory motion on body-motion detection; the cut off frequency was chosen as 0.17 

Hz, which removes signal components with periods less than 6 seconds. 

Motion triggers were produced independently within each dimension of the 3D motion 

traces. Triggers associated with each direction of motion were concatenated into a single 

set. Triggers from different directions of motion that agreed with each other were 

merged. In the event that a pair of triggers were separated by 5 seconds or less, only the 

first of the two was kept. Triggers that were identified in the first 10 seconds of an 

acquisition were ignored as in some cases signal artifacts were present as a result of the 

low pass filter due to the finite dataset. The first 10 seconds of an acquisition, which 
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immediately followed tracer administration, was observed to be very count deficient and 

so ignoring triggers in this window was expected to be of little to no effect. 

5.2.3 Motion Estimation and Correction 

Motion correction was performed in a two-step process. Patient motion was first 

estimated and subsequently incorporated into the reconstruction workflow to correct it. In 

the following we describe the motion correction framework and then the motion 

estimation approaches.  

The original list-mode data were divided into a set of ‘motion frames’ that was 

determined by a combination of the body-motion triggers (tbm) identified in the motion 

detection step and the start times of the dynamic frames used for clinical reconstructions. 

Body-motion triggers were inserted into the list of the frame start times of the dynamic 

series. When a body-motion trigger was within 2.5 seconds of a dynamic frame start 

point, the start point was adjusted to match the trigger. If the trigger was further than 2.5 

seconds from the nearest start point a new frame was created which began at the trigger 

and ended at the earlier of either the next body-motion trigger or dynamic frame start 

time. The original dynamic frame definitions are retained in the workflow and are 

considered as parents to all motion frame children that exist within their duration. The 

way in which the motion frames are combined to return to the original parent dynamic 

frames is described later in the section. 

Two motion estimation methods were considered for use in this study to derive the 

transformation parameters. In the first approach, motion estimates were based on the 

direct use of the 3D displacements determined from the motion tracking results. The 
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frame-wise displacement for each motion frame was calculated from the motion trace 

displacement with respect to the reference position averaged across the frame duration. 

In the second approach, the transformation matrices were produced from a 6D rigid 

image registration of non-attenuation corrected images.  Non-attenuation corrected 

images were used to avoid the propagation of potential PET/CT mis-alignment artifacts 

into registration errors.119 Given that the activity distribution is not fixed for dynamic 

PET acquisitions that commence with tracer administration, a sequential image 

registration approach was employed. This approach is based on the assumption that the 

adjacent frames in a dynamic acquisition are more similar than a pair of temporally 

distant images and thus registration should be more accurate. To make this explanation 

more explicit, consider a dynamic reconstruction that contains n frames and the reference 

was chosen as the nth frame. Then in a sequential registration, the first frame is registered 

to the second, the second to the third, and so on, until the (n-1)th was registered to nth, 

reference frame. To align the first frame to the reference, one would need to apply all (n-

1) transformations or compose each and apply a single transformation. Sequential 

registration for dynamic images where the tracer distribution has not equilibrated has 

been reported elsewhere.119,173 

In this work, the reference images were selected as the frame that occurred later than 2 

minutes after the acquisition, with greatest number of counts. This time window 

corresponds to images with myocardial uptake and clearance of the activity in the blood 

pool. This reference image was chosen to help ensure good alignment with the CT 

images used for attenuation correction which were manually aligned to the static uptake 

images by technologists at the time of the original PET acquisitions. The frame in the 
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uptake window with the greatest number of counts was expected to be most like the static 

images.  

Image registrations were performed using the Elastix software package.174 Mutual 

information was chosen as similarity metric between the moving and references images. 

A multi-resolution registration using a gradient descent optimization algorithm was used 

to estimate the transformation parameters.  More complex motion models such as affine 

and non-rigid were also initially considered for use but did not provide robust motion 

estimates. This was observed during registration of the motion frames of the phantom 

scans described in Chapter 4, where the manually applied motion was well known. In 

these tests, non-rigid motion models were not able to reproduce the expected translations. 

Regarding the choice of similarity metric, mutual information175,176 evaluates the entropy 

in the joint distribution of grey-level values observed in two images. With respect to 

registration, it is hypothesized that the mutual information is maximized when the like 

structures are aligned as the joint histogram exhibits the highest level of organization, or 

lowest entropy. Mutual information serves as a useful similarity metric between images 

that do not have similar intensity and has thus been used for image registration between 

different modalities177,178 or for dynamic data sets.119,179 There were numerous user-

specified input parameters that can impact the outcome of the registrations results which 

related to the choice of transformation model, similarity metric, interpolation, and 

optimization. Following the recommendations of the user documentation, many default 

parameters were specified. The input parameter file that was used to specify all 

nondefault parameters is included as Appendix B.  
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Prior to reconstruction, the static CT image used for attenuation correction was 

transformed using the inverse of the transformation matrices used to align the PET 

motion frames to achieve accurate attenuation correction of each reconstructed frame. 

Following the reconstruction of the set of motion frames, each were aligned with the 

reference frame by applying the forward transformation matrices. They were 

subsequently combined into the original dynamic frame sequence by computing the 

weighted average of any new motion frames which fell within the duration of an original 

dynamic frame to form the final, motion-corrected dynamic series. The weights used in 

the weighted average corresponded to the relative number of coincidence counts 

observed in each frame compared to the total in the entire list mode data set. As an 

example, consider an acquisition which took place over 360 s with dynamic frames of 

120 s duration beginning at 0, 120, and 240 s. If body-motion triggers were detected at 30 

and 90 s, it follows that the parent frame beginning at 0 s would be divided into three 

motion frames (with start times of 0, 30, and 90 s). In total, 5 motion frames would be 

reconstructed but the motion frames starting at 0, 30, and 90 s would be combined via 

weighted averaging to produce the motion corrected parent frame beginning at 0 s and 

ending at 120 s. The remaining parent frames would also be motion corrected but would 

not require recombination. 

 Note that weights based on counts help to suppress noise in the average frame, but this 

could come at the expense introducing bias in the pixel values when tracer decay between 

motion frames was relatively significant. Alternatively, weights based on frame duration 

would be more accurate, but the added noise could make image registration more 

challenging. The need for reconstruction of individual motion frames was a limitation of 
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the vendor reconstruction software as it was not possible to incorporate motion 

estimations directly into the reconstruction algorithm as has been described in other work 

related to body motion correction.119,180 

5.2.4 Clinical Dataset 

To evaluate our proposed MC framework and compare these two data-driven motion 

tracking approaches a combination of phantom and clinical scans were used. All data 

were acquired at the University of Ottawa Heart Institute, Ottawa, on a GE Discovery 

690 scanner27 (Waukesha, WI). The anthropomorphic torso phantom acquisitions that 

were described in Section 4.2.2 were used in this study to develop the motion detection 

method and also for validation of the implementation of the Elastix image-registration 

software. 

The clinical data consisted of 9 patients that underwent 13N-ammonia (NH3) or 82Rb 

myocardial perfusion studies at rest and/or stress. In total 17 acquisitions were included, 

five (N = 5) 13NH3 acquisitions from three patients, and twelve (N = 12) 82Rb acquisitions 

from six patients. The 6 patients that underwent 82Rb perfusion studies are referred to as 

patients ‘A’ – ‘F’, whereas the 3 patients that underwent 13NH3 perfusion studies are 

referred to as patients ‘G’ – ‘I’.  Note that some of the data sets included here were used 

previously in Chapter 4. Patients H and I in this chapter corresponds to patients B and C, 

respectively, in Chapter 4. Acquisitions were 20 minutes and 8 minutes in duration for 

13NH3 and 82Rb studies, respectively. Physiologic stress was induced using intravenous 

injection of dipyridamole. The dose protocols at our institution for these studies are 3 

MBq/kg and 9 MBq/kg for 13NH3 and 82Rb, respectively. Low dose CT scans were 
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acquired prior to each PET acquisition for attenuation correction. In our clinic 

technologists perform a manual 3D co-registration between an initial static reconstruction 

and the CT image used for attenuation correction. These translations were used in this 

work to define the reference position of the patient that provides good 

emission/transmission overlap. 

In all cases image reconstructions were performed offline using research reconstruction 

software supplied by the vendor. An OSEM algorithm was used (4 iterations and 24 

subsets) which included corrections for random and scatter coincidence events, and 

attenuation correction. For each acquisition included in this study five types of dynamic 

image reconstruction were considered: dynamic without motion correction (NMC); 

motion correction using PeTrack (PT); and motion correction using COD (CD). Note that 

two approaches of motion estimation were employed for both PeTrack and COD. The 

resulting images correspond to PT3D, PT6D, CD3D, and CD6D where the label ‘3D’ 

corresponds 3D motion estimation using the motion trace directly and ‘6D’ corresponds 

to the use of 6D rigid image registration for motion estimation. The dynamic frames were 

pre-defined based on the standard imaging protocols used at UOHI. For 82Rb perfusion 

studies they consisted of 14 frames (including the first 6 minutes of each acquisition) 

configured as 10 × 10 s frames, 1 × 30 s frame, 1 × 60 s frame, and 1 × 120 s frame. The 

13NH3 perfusion studies consisted of 17 frames configured as 9 × 10 s frames, 3 × 30 s 

frames, 1 × 60 s frame, 1 × 120 s frame, 1 × 240 s frame, and 2 × 300 s frames. 

The visual motion assessment of the NMC images was performed using a 3D DICOM 

image viewer which displays transverse, coronal, and sagittal views simultaneously. 

Motion of the myocardium and the radioactive fiducial marker were both considered. 
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Additionally, it was noted whether patient motion exhibited returning behaviour, i.e. was 

a given change on patient position followed by a another with similar magnitude but 

reversed direction. 

5.2.5 Verification of COD Tracking and Image Registration Methods 

Initial testing was performed to verify that the COD tracking method was implemented 

correctly and determine the probability threshold associated with the exclusion of LORs 

from the cardiac VOI. The COD traces were initially produced for the phantom 

acquisitions described in Chapter 4. This test was largely qualitative to confirm that COD 

tracking could accurately estimate the translations that were manually applied to the 

phantom during the reference (no motion) and axial motion acquisitions. To determine a 

suitable probability threshold associated with excluding LORs from the cardiac VOI, 

COD tracking was performed multiple times for a range of probability cut-off values and 

the effect on mean and standard deviations of the observed translations was measured. 

The best probability cut-off was chosen as that which exhibited the best trade-off 

between noise and accuracy.  

The image registration software was also configured and tested using the phantom 

acquisitions. The phantom acquisition that contained only axial translations was used to 

assess the quality of the image registration’s estimates. Given the high precision that was 

demonstrated by PeTrack to measure the motion in this acquisition (see Section 4.3.1), its 

recorded translations were used for comparison against those from image registration. 

Each of the frames corresponding to one of the five phantom positions was registered 

directly to a reference frame and the translation between each with the reference frame 
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were recorded. This process was repeated five times with each motion frame serving as 

the reference frame in turn. The registration accuracy was measured as the root mean 

square error (RMSEreg) between the translation indicated by PeTrack with those from the 

registration among all five trials. The variability of the registration process due to 

changes in the reference frame was considered as the precision of the registration. The 

translation values for each trial were shifted as though the first frame was the reference. 

The precision of the registration was measured as the mean absolute difference (MAD) of 

the shifted translation of each motion frame with the first. The definitions of the RMSEreg 

(accuracy) and MAD (precision) are defined as 

 

𝑅𝑀𝑆𝐸𝑟𝑒𝑔 =  √
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Eq. 0.2 

where 𝑁𝐹 = 5 and 𝑁𝑇 = 5 represent the number of frames and trials, respectively. The 

translation between the ith frame with the reference frame of the jth trial is denoted as 

∆𝑧𝑖𝑗
𝐼𝑅 and ∆𝑧𝑖𝑗

𝑃𝑇, for the image registration and PeTrack estimates, respectively. Lastly, 

∆𝑧𝑖𝑗
𝐼𝑅′ represents ∆𝑧𝑖𝑗

𝐼𝑅 − ∆𝑧1𝑗
𝐼𝑅, the estimated translation between frame i and the first 

frame, calculated as the difference between the translations of the two frames to the 

reference frame with trial j as reference. Note that in the MAD calculation, the indices 

start at 2 as ∆𝑧𝑖𝑗
𝐼𝑅′≡ 0 for the first frame (i = 1) for all trials (j). 

As the phantom acquisitions did not contain rotational motion, image rotations were 

artificially introduced to the first frame of the axial motion case to ensure that the 
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registration could estimate rotations. Image rotations of ±5º, ±10º, and ±20º about z-axis 

(longitudinal axis of the PET field of view) were performed. The root mean square error 

between the known and estimated rotations was determined as a measure of the accuracy. 

The phantom acquisitions were not suitable for testing the effect of tracer kinetics and 

tracer decay, as they were injected with 18F-FDG and the tracer distribution within the 

phantom was static.  

5.2.6 Absolute Blood Flow Quantification and Figures of Merit 

Blood flow quantification was performed using the FlowQuant©  (version 2.7) 

software package which was developed at the University of Ottawa Heart Institute.159 

This research tool is a graphical-user-interface application which permits automated 

analysis of cardiac PET images and includes kinetic modelling workflows. For the 

acquisitions which used 82Rb a one-tissue compartment model159 was employed on the 

first 6 minutes of data.181 For the 13NH3 studies, the two-tissue compartment model was 

used182 which used the entire 20-minute dynamic acquisition. In both cases, the kinetic 

models were constrained such that the tissue-to-blood ratio of activity concentration was 

fixed. At equilibrium, this ratio is equivalent to the ratio of K1 to k2 kinetic model 

parameters, as defined in Section 1.3.3. The specific value was determined based on the 

unconstrained model parameters determined in a region of normal uptake, i.e. with a 

relative uptake greater than 80%. This constraint was shown previously to improve inter-

operator repeatability of blood flow measurements using FlowQuant.159 

The tissue and blood regions are defined using an average uptake image which used all 

frames in the ranges of 1.5 – 6 minutes and 2.5 – 20 minutes for 82Rb and 13NH3, 
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respectively. Prior to defining these sampling regions the uptake images were reoriented 

into the short-axis representation using the same method that was described in Section 

3.2.7. The myocardial uptake sampling points were determined by fitting spline-based 

contours based on a set of control points automatically initialized within the myocardium. 

Control points were defined at the level of the apex, cavity, and base of the LV and as 

well at the level of the left-atrium (LA). Once the fitted model of the LV was achieved, 

the image was sampled on 24 slices which span from the apex to the level of the LA. On 

each slice 36 angular positions were sampled using 10º increments. Slices 10 – 24 

correspond to planar short axis slices whereas slices 1 – 9 are projections of the 

intersection of a conical surface with the myocardium. This approach provides a set of 

sampling profiles which are roughly normal to the myocardium regardless of the region 

being sampled. Figure 5.3 provides an example of the spline model fit to an LV along 

with its control points and sampling profiles. At each sampling point the average image 

intensity within a region of ± 2 mm from the spline curve is used as the activity 

concentration at that point. This range limits the sampling to be within the endo- and 

epicardial tissue. Only the first 17 slices were used to sample the myocardium for kinetic 

modelling. Blood activity concentrations were sampled as the median values among three 

volumes of interest within LA and the cavity and base of the LV. 
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Figure 5.3 Demonstration of the FlowQuant LV sampling method. The spline fit, shown as a solid red 

curve, and its control points, empty circles, are shown on horizontal long-axis (HLA) and vertical-long 

axis (VLA) images. The blood sampling volumes of interest are indicated as regions bounded by a solid 

black border with the labels A (atrium), B (base), and C (cavity). Dashed lines represent the profiles 

along which the myocardium is sampled. Note that the apical slices which appear to fan outward are 

defined by conical surfaces which intersect the myocardium; all other slices are planar short-axis slices. 

The red dashed line additionally indicates the basal extent of the LV used for myocardial sampling. 

 

The FlowQuant GUI permits opportunities for manual intervention if the automatic 

sampling tool failed but this was generally not needed. Manual intervention was required 

for one 13NH3 acquisition where the spline fit was hindered by reduced uptake in the 

apical anterior region as well as by extra-cardiac uptake in the left lung.  

As described previously in Section 2.1, patient motion can lead to reduced accuracy of 

myocardial blood flow quantification. In human studies, however, the motion-free flow 

values are not known, and so blood flow alone is insufficient to identify and characterize 

the effect of patient motion on dynamic cardiac PET studies. Other metrics related to the 

goodness-of-fit of the myocardial TACs77, e.g. root-mean-square errors (RMSETAC) and 

coefficient of determination (R2), and voxel-wise uncertainty of kinetic model parameters 
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like MBF183 (or K1) and total blood volume184 (TBV) have been proposed elsewhere and 

were adopted for this work. Hereafter, the uncertainty of MBF and TBV will be referred 

to as FlowSD and TBVSD, respectively. These are estimated from a non-linear fitting 

procedure and are based on the sensitivity of the cost function to the fit parameters.  In 

the presence of motion, one would expect to observe higher variance (worse precision) in 

kinetic model parameters as well as poorer goodness-of-fit of the TACs. The 

myocardium goodness-of-fit measures reflect the agreement between the image-based 

(measured) and model-derived (estimated) myocardial activity concentrations among all 

time points. Recall that the measured and modelled myocardium TACs were defined 

previously in Section 1.3.3 and are represented as 𝐶𝑚(𝑡) and �̂�𝑚(𝑡), respectively. 

Definitions of the RMSETAC and R2 goodness-of-fit measures are provided below, where 

𝑦𝑖 and 𝑓𝑖 represent the ith measured and regressed TAC values, and 𝑁 is the number of 

data points on the TAC (or number of dynamic frames included in the kinetic model). 

Additionally, 𝑆𝑆𝑟𝑒𝑠 and 𝑆𝑆𝑡𝑜𝑡 represent the residual sum-of-squares between the 

measures and regressed values and the total sum-of-squares of the measures data, 

respectively. FlowQuant calculates these metrics on a voxel-by-voxel basis during kinetic 

modelling.  
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5.3 Results 

5.3.1 Verification of COD Tracking 

The no-motion phantom acquisition was considered first. As the phantom did not move 

during this acquisition any change fluctuation in the COD motion trace would indicate 

either a mistake in the implementation or the susceptibility of the method to noise in its 

signal. The COD tracking results for the reference phantom acquisitions are shown in 

Figure 5.4. Figure 5.4(A) shows the example motion trace where the LOR probability 

cut-off, or “pCut”, was 0.0. Figure 5.4(B) and (C) show the mean and standard deviations 

of each dimension of the centroid position as a function of pCut. COD tracking for this 

acquisition provided a consistent representation of the mean position regardless of the 

choice of pCut. The standard deviation of each component of the position demonstrated 

an exponential relationship with the choice of pCut indicating that the signal noise level 

was strongly affected by the severity of the exclusion criteria of LORs used for COD 

tracking. 

The COD traces for the various values pCut were also examined for the phantom 

acquisition where axial motion was included; the inferior-superior components for the 

subset of the pCut values are plotted along with that from the PeTrack trace in Figure 5.5. 

The most notable aspect of this comparison is the limited extent of motion observed using 

COD tracking compared to PeTrack. The magnitude of displacements reported by COD 

tracking were roughly 20% of that measured using PeTrack. The reason for this effect is 

suspected to be associated with spatial dependence of the sensitivity of the PET system as 

well as the presence of scattered coincidence events. When the phantom acquisition 
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began the cardiac insert was roughly centered within the PET field-of-view. As it was 

moved, however, the inferior aspect of the cardiac model moves to a location with 

reduced sensitivity and thus the movement of the centroid of the LORs is damped. Since 

scattered coincidence events are more uniformly distributed this leads to a stable 

background of LORs which are not likely to change with the motion of the heart and thus 

would have a similar damping effect on the LOR. 

 

Figure 5.4 Centroid of Distribution (COD) motion trace (A) derived from the reference phantom 

acquisition where no motion occurred and the LOR probability cut-off (pCut) was set as 0.0. The 

components belonging to the right-left, anterior-posterior, and inferior-superior directions of motion are 

shown as blue, orange, and yellow, respectively. The mean position of each component and the 

corresponding standard deviation (SD) are plotted as functions of pCut in sub-figures (B) and (C), 

respectively. 
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Similar results were observed for the phantom acquisition in which lateral motion was 

applied although the damping was not as severe; the ratio of the displacement observed 

with COD compared to PeTrack was roughly 50%.  

 

Figure 5.5 Inferior-superior motion trace components observed while tracking the phantom motion using 

COD and PeTrack. The COD traces are shown for pCut ∈ [0.1,0.3,0.4] to simply the figure. The domain 

of 100 – 200 s is shown on the right to enhance the differences among the various COD traces. 

 

From these tests several insights were gleaned. First, the absolute magnitude of motion 

indicated by COD tracking is not as accurate as that observed with PeTrack. It follows 

that employing 3D motion correction based on the COD displacement alone is unlikely to 

be successful unless some sort of calibration is employed. As such, the CD3D approach 

to whole-body motion correction was not pursued further. Secondly, the principal effect 

of changing the value of the probability cut-off for exclusion of LORs for each tracking 

instance was to modify the signal noise. As shown in Figure 5.4 and Figure 5.5, there 

appeared to be no benefit associated with increasing pCut among the phantom 

acquisitions. Tracer distributions in humans are more complex than that of the phantom 

acquisitions and interference from extra-cardiac uptake is more likely. When 82Rb is used 
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uptake in the stomach wall and/or spleen is common185,186 whereas when 13NH3 is used, 

uptake in the lung73 and pancreas187 is expected. It follows that pCut = 0.1 was used when 

COD tracking was applied to the human acquisitions. 

5.3.2 Verification of the Image Registration Method 

The phantom acquisition in which axial motion was applied was used once more to 

validate the image registration method. The RMSEreg of the inferior-superior inter-frame 

translation between registration and PeTrack was found to be 1.2 mm. The MAD 

associated with varying the reference frame of the registration was 1.5 mm. Together, 

these metrics demonstrated that the motion estimation using image registration of these 

phantom acquisitions was in good agreement with an independent approach: PeTrack, 

and that the method was self-consistent and showed a small overall variability associated 

with changes in the reference frame. The RMSEreg associated with rotations which ranged 

from 5º – 20º about the longitudinal axis was 0.008º. Since the target and moving images 

of this test were identical, save for the rotations imposed on them, this test simply 

indicates that the registration algorithm could account for rotations and does not truly 

represent its accuracy when applied to unique dynamic frames.  This suggests that the 

registration method was correctly initialized with reasonable parameter choices. It is 

worth re-iterating that these tests could not assess the usefulness of the registration 

method when a time-varying tracer distribution is present, as is the case in dynamic 

perfusion studies performed on the patient cohort. 
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5.3.3 Evaluation of the Body-Motion Detection and Estimation Methods 

As a final assessment of the motion correction workflow, motion-correction 

reconstructions were performed for the phantom acquisition in which axial motion was 

applied. Motion triggers were produced from both PeTrack and COD motion traces and 

image registration was used for motion estimation, i.e. PT6D and CD6D motion 

correction methods were employed. The two motion traces and their corresponding 

triggers are shown in Figure 5.6.  

 

Figure 5.6 Inferior-superior component of the motion traces of PeTrack (gray) and COD (yellow) for the 

axial motion phantom acquisition. The triggers (tbm) identified for each trace are also shown as dashed 

lines; they are colour-matched with the trace to which they belong. Due to the limited ability of COD to 

estimate motion, the trigger corresponding to the first change in position near 60 s was not detected. 

 

The motion detection algorithm was designed such that PeTrack and COD showed 

produced comparable results during the task of identifying the instance of motion within 

the phantom acquisitions. Perfect agreement could not be achieved given the difference 

in scale of the two traces. The most notable difference is that the first transition around 60 
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seconds after the beginning of the acquisition was not detected from the COD trace. To 

ensure that obvious transitions were generally detected by both tracking methods they 

became marginally too sensitive. This can be seen from the triggers that were detected at 

time points between major transitions, e.g. COD triggers at 192 s, 215 s, and 264.5 s and 

PeTrack triggers at 17 s and 74 s. 

The two motion corrected images are shown in Figure 5.7 for a qualitative comparison 

of the improvement in LV contrast compared to the non-corrected image. All three 

images are resampled along a common coronal plane to allow a clear view of the blurring 

effect of motion on the model heart structure. Both PT6D and CD6D images show 

marked improvement with respect to recovered spatial resolution and LV contrast over 

the background compared to the non-corrected image. Some residual blurring can be 

seen, however, in the CD6D image compared to PT6D at the lung-liver interface 

(indicated by the arrows in the figure). The residual blurring is associated with the missed 

trigger that occurred at approximately 60 second into the acquisition when using COD for 

tracking. 

 

 

Figure 5.7 Comparison of PeTrack (PT6D) and COD (CD6D) motion correction when image registration 

was used to estimate motion. The non-corrected image is shown for comparison. Both motion corrected 

images demonstrated reduced blurring compared to the non-corrected image. The PT6D image shows 

marginally higher contrast in the model LV walls compared to CD6D. Some residual blurring at the 

lung-liver interface (indicated by arrows) is apparent in the CD6D image. 



 

176 

 

 

5.3.4 Sensitivity of Kinetic Modelling Quality Metrics to Motion 

The reconstructed dynamic image series (NMC) were visually inspected to assess the 

extent of motion in each of the 17 acquisitions. Of those, 4 were identified as severe 

motion cases; they exhibited translational motion ≥ 6 mm. The remaining acquisitions 

exhibited no motion or very minor motion, i.e. translations < 3 mm, and are referred to 

here as mild motion cases.  These categorical labels are similar to those described in other 

work.82,188 To verify that the quality metrics that were proposed above were indeed 

correlated with increased patient motion, the mean values for the motion-positive and 

motion-negative groups were calculated from the kinetic modelling outputs. The 

measurements for the two groups are provided in Table 5.1 below and they generally 

support the suppositions that TAC goodness-of-fit measures and precision of the 

estimated kinetic model parameters are worsened in the presence of patient motion. An 

exception, however, was observed for the myocardium TAC RMSETAC metric which was 

reduced by 20% between the mild and severe motion groups. This finding was not 

expected and some suggestions as to why RMSETAC appeared worse for the mild motion 

group will be discussed later.  

Table 5.1 Summary statistics of proposed motion correction figures of merit for motion-negative (NMN = 

13) and motion-positive (NMP = 4) groups. The relative change in the value from the motion-negative to 

motion-positive groups are also provided. 

Metric Motion-Negative 

(mean ± SD) NMN = 13 

Motion-Positive 

(mean ± SD) NMP = 4 

Relative 

Change [%] 

FlowSD [mL/min/g] 0.04 ± 0.01 0.12 ± 0.08 +230 % 

TBVSD 0.026 ± 0.003 0.05 ± 0.02 +90 % 

R2 0.93 ± 0.04 0.8 ± 0.1 -10 % 

RMSETAC [Bq/mL] 4000 ± 1000 3200 ± 900 -20 % 
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5.3.5 Patient Motion Assessment Among Severe Motion Cases 

The acquisitions included in the severe motion groups were D(stress), H(rest), 

H(stress), and I(stress), which include one 82Rb perfusion study (D(stress)), and three 

13NH3 perfusion studies. In the following, descriptions of the motion observed from 

visual assessment, PeTrack traces, COD traces, and from image registrations are 

provided.  

 

Figure 5.8 PeTrack (upper plot) and COD (lower plot) motion traces for the D(Stress) acquisition. Right-

left, anterior-posterior, and inferior-superior motion trace components are shown as blue, green, and red 

lines, respectively. Visual assessment indicated a 6 mm translation in the superior direction at 240 s, 

indicated by point a. 

 

Based on visual assessment, the stress acquisition of patient D exhibited a 6 mm 

translation in the superior direction between frames 13 (180 – 240 s) and 14 (240 – 360 

s). Motion was considered non-returning in this case as only a single translation was 

noted and it was not followed by a similar, but reverse, movement. Motion of the marker 

was not apparent in the NMC image series of this case. The PeTrack and COD motion 

traces are shown in Figure 5.8 along with annotations of the visual assessment. The 
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PeTrack motion trace indicated a rapid change in the marker position beginning around 

210 s and lasting roughly 10 s, where the marker moved in the inferior direction and then 

superiorly, coming to rest around 220 s at a position slightly inferior to its initial position. 

The COD trace indicated a protracted shift from right to left, and anterior to posterior 

starting with the acquisitions and ending around 175 s. Additionally, motion toward the 

superior and then inferior directions was observed over the same span of time. Both 

PT6D and CD6D approaches (image registration based) indicated frequent translation of 

2 mm magnitude in all directions of motion between 50 s and 125 s as well as rotational 

motion around 30 s.  

Visual assessment of the rest acquisition of patient H exhibited protracted translations 

beginning at frame 14 (240 – 360 s) and continued thereafter until the end of the 

acquisition (1200 s). The accumulated motion consisted of translations in the superior 

direction of roughly 7 mm, and smaller translation (~ 3 mm) in the left and posterior 

directions. Superior and posterior translations of 10 mm and 3 mm, respectively, were 

observed for the fiducial markers over the same span of time. Patient motion was non-

returning in this case. The PeTrack and COD motion traces are shown in Figure 5.9 along 

with annotations of the visual assessment. The PeTrack motion trace indicated a 

consistent superior and posterior drift from the beginning of the acquisition until the end 

which spanned approximately 8 mm, and 5 mm, respectively. The COD traces indicated a 

rapid rise near the beginning of the acquisition suggesting the COD position moved from 

right to left, inferior to superior and anterior to posterior and then an asymptotic decay 

toward the right, inferior, and anterior direction. Both PT6D and CD6D indicated similar 

translation as for the D(Stress) acquisition and effectively no rotational motion. 
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The stress acquisition of patient H exhibited the largest extent and most complex 

motion of any acquisitions included in this study. In the span of frames 13 (180 – 240 s) 

to 15 (360 – 600 s) a lateral (to the right) translation of roughly 10 mm was evident. 

Within this span, a counter-clockwise rotation in the transverse plane was also observed  

 

Figure 5.9 PeTrack (upper plot) and COD (lower plot) motion traces for the H(Rest) acquisition. Right-

left, anterior-posterior, and inferior-superior motion trace components are shown as blue, green, and red 

lines, respectively. Visual assessment indicated a protracted 7 mm translation in the superior direction 

beginning between 240 and 360 s (indicated by point a) and continuing until the end of the acquisition. 

 

between frames 13 and 14 (240 – 360 s). Frame 14 exhibited obvious motion blur. 

Subsequently, clockwise rotations were observed in the transverse view between frames 

15 and 17 (900 – 1200 s) which had an effect like lateral (to the left) and posterior 

translations of roughly 3 mm and 5 mm, respectively. Motion was considered to be 

returning for this case. Similar translations to those just described were observed for the 

fiducial marker, although the translation to the right between frames 13 and 15 had a 

greater extent; roughly 12 mm. The PeTrack and COD motion traces are shown in Figure 

5.10 along with annotations of the visual assessment. The PeTrack motion trace appeared 
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to capture the lateral motion well as an initial shift 12 mm to the right beginning around 

300 s is apparent, followed by a slow return to the left until the end of the acquisition. 

The COD trace indicated a subtle discrete shift to the right around 320 s but did not 

suggest returning motion thereafter. PT6D and CD6D translations again, showed  

 

Figure 5.10 PeTrack (upper plot) and COD (lower plot) motion traces for the H(Stress) acquisition. 

Right-left, anterior-posterior, and inferior-superior motion trace components are shown as blue, green, 

and red lines, respectively. Visual assessment indicated a protracted 10 mm translation toward the right 

which occurred between 180 and 600 s, indicated by point a. A counter-clockwise rotation about the 

inferior-superior axis of the patient around 240 s, indicated by point b. A series of clockwise rotations 

about the inferior-superior axis of the patient began around 480 s (indicated by point c) and continued 

until the end of the acquisition. 

 

frequent, yet irregular, translational motion and very little rotational motion except a 3D 

rotation about the superior-inferior axis (i.e. within the transverse plane) around 300 s 

into the acquisition. Transverse uptake images from each reconstruction are shown in 

Figure 5.11 for this case; they were produced by averaging the dynamic frames between 

90 and 1200 s. The PT3D motion correction approach produced the best quality image 
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within the group as indicated by the improved contrast, uniformity, and resolution within 

the myocardium. 

 

Figure 5.11 Transverse uptake images of the LV for acquisition H(Stress) for each of the reconstruction 

methods. These images were averaged from frames 10 – 17 of each series, which corresponds to 90 – 

1200 s of the acquisition. The PT3D image shows the most well resolved representation of the LV with 

the greatest contrast and uptake uniformity. 

 

The final example is the stress acquisition of patient I, which exhibited a large lateral 

translation of roughly 10 mm to the left between frames 13 (240 – 360 s) and 14 (360 – 

600 s) in addition to a protracted superior translation of roughly 5 mm between frames 14 

and 17 (900 – 1200 s). Motion was non-returning in this case. The lateral shift between 

frames 13 and 14 was also apparent for the marker with a similar magnitude. The 

PeTrack and COD motion traces are shown in Figure 5.12 along with annotations of the 

visual assessment. The PeTrack trace motion indicated a significant translation from right 

to left between 400 s and 450 s into the acquisition with an extent of roughly 12 mm. A 

rapid shift in the inferior direction was also observed around 360 s with a magnitude of 

roughly 3 mm; opposite to the direction observed from visual assessment. The COD trace 

exhibited a similar pattern to those described above but a translation from right to left 

was visible near 400 s. PT6D and CD6D translation were typically less than 2 mm in 

magnitude but appeared irregular. CD6D indicated a translation of 12 mm in the superior 
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direction around 50 s. Effectively no rotational motion was indicated for either PT6D or 

CD6D. 

 

Figure 5.12 PeTrack (upper plot) and COD (lower plot) motion traces for the I(Stress) acquisition. Right-

left, anterior-posterior, and inferior-superior motion trace components are shown as blue, green, and red 

lines, respectively. Visual assessment indicated a 10 mm translation toward the left which occurred 

around 360 s, indicated by point a. A protracted superior translation of 5 mm was also observed starting 

after 360 s and continuing until the end of the acquisition, indicated by point b. 

 

5.3.6 Kinetic Modelling Results Among Severe Motion Cases 

Absolute myocardial blood flow was compared for the severe motion cases before and 

after each motion correction approach. A summary of the MBF measurements is shown 

in Figure 5.13. In this plot the data are categorized by acquisition with data points for 

each reconstruction method. The PT6D and CD6D motion correction methods generally 

exhibited increased MBF variability across the myocardium compared to the 

measurements from the NMC reconstructions. Otherwise, no obvious trends in these 

measurements were apparent. The mean values of MBF, for instance, did not have 
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tendencies to increase or decrease after motion correction was applied. This is in line 

with our previous assumptions that the effect of patient motion on MBF may be 

ambiguous without also considering the corresponding quality metrics. 

 

Figure 5.13 MBF measurements for the severe motion acquisitions. Mean measurements are shown as 

solid markers with error bars that span ± 1 SD. Minimum and maximum measurements for each 

reconstruction are indicated as empty markers. Data points corresponding to NMC, PT3D, PT6D, and 

CD6D reconstructions are shown as blue circles, green squares, red diamonds, and gray triangles, 

respectively. 

 

Summary measurements for goodness-of-fit metrics, myocardium: TAC coefficient of 

determination (R2) and RMSETAC, are provided in Figure 5.14 and Figure 5.15, 

respectively. When considering the R2 metric, TAC fit quality improved for PT3D 

motion-corrected images compared to NMC images with an average increase of 3.9%. 

PT6D and CD6D images, however, suggest that fit quality worsened after motion 

correction compared to no motion correction.  
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Figure 5.14 Coefficient of determination (R2) goodness-of-fit measurements for the myocardial TACs for 

the severe motion acquisitions. Mean measurements are shown as solid markers with error bars that span 

± 1 SD. Minimum and maximum measurements for each reconstruction are indicated as empty markers. 

Data points corresponding to NMC, PT3D, PT6D, and CD6D reconstructions are shown as blue circles, 

green squares, red diamonds, and gray triangles, respectively. 

 

 

Figure 5.15 Root-mean-square error (RMSETAC) goodness-of-fit measurements for the myocardial TACs 

for the severe motion acquisitions. Mean measurements are shown as solid markers with error bars that 

span ± 1 SD. Minimum and maximum measurements for each reconstruction are indicated as empty 

markers. Data points corresponding to NMC, PT3D, PT6D, and CD6D reconstructions are shown as blue 

circles, green squares, red diamonds, and gray triangles, respectively. 



 

185 

 

Average decreases in R2 for PT6D and CD6D were 6.4% and 5.2%, respectively, with 

respect to NMC values. R2 values also appeared much more variable across the LV for 

PT6D and CD6D reconstructions compared with both NMC and PT3D.   

Similar findings were observed for RMSETAC values for the PT6D and CD6D 

reconstructions as for the R2 measurements, i.e. RMSETAC indicated the TAC fit quality 

worsened compared to NMC image measurements. On average, RMSETAC increased by 

23% and 25% for PT6D and CD6D images compared to measurements from the NMC 

images. Motion correction using the PT3D reduced the RMSETAC observed for NMC 

images by 6.7% among these acquisitions. As is shown in Figure 5.15, RMSE values 

were less variable across the LV in each of the four acquisitions. 

Summary measurements of the kinetic modelling precision metrics: FlowSD and 

TBVSD, are shown in Figure 5.16, and Figure 5.17, respectively. 
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Figure 5.16 Voxel-wise MBF precision (FlowSD) measurements for the severe motion acquisitions. 

Mean measurements are shown as solid markers with error bars that span ± 1 SD. Minimum and 

maximum measurements for each reconstruction are indicated as empty markers. Data points 

corresponding to NMC, PT3D, PT6D, and CD6D reconstructions are shown as blue circles, green 

squares, red diamonds, and gray triangles, respectively. 

 

Figure 5.17 Voxel-wise total blood volume precision (TBVSD) measurements for the severe motion 

acquisitions. Mean measurements are shown as solid markers with error bars that span ± 1 SD. Minimum 

and maximum measurements for each reconstruction are indicated as empty markers. Data points 

corresponding to NMC, PT3D, PT6D, and CD6D reconstructions are shown as blue circles, green 

squares, red diamonds, and gray triangles, respectively. 
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Among the four severe motion acquisitions, average FlowSD values increased by 5.2%, 

110%, and 130% compared to values measured from NMC images, for PT3D, PT6D, and 

CD6D motion correction reconstructions, respectively, As FlowSD values were expected 

to increase with motion, this metric did not indicate a benefit from employing motion 

correction. The precision of the total blood volume estimates showed a modest 

improvement for the PT3D motion corrected images; TBVSD was reduced by -5.2% with 

respect to values of the NMC images. TBVSD was increased for the PT6D and CD6D 

reconstructions compared to the NMC images by 37% and 54%, respectively. Once more 

this suggests that the PT6D and CD6D approaches to motion correction did not improve 

MBF precision. 

5.4 Discussion 

Overall, the results suggested that motion tracking with either PeTrack or COD 

methods is feasible but only the PT3D motion correction method seemed to be robust 

enough for use during MBF estimation from dynamic cardiac PET perfusion studies. 

Image registration did not demonstrate successful ability to compensate for the motion 

that was observed among the severe motion cases. These results are largely preliminary, 

however, as the size of the cohort was relatively small and, more importantly, the number 

of the acquisitions which exhibited severe motion was very limited. It follows that a 

rigorous statistical analysis of the measured data is not appropriate and conclusive 

evidence regarding the use of any of these motion correction approaches was not 

demonstrated within a general population of patients. Nevertheless, when treated as a 
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series of case studies, various valuable insights were gleaned that are discussed in the 

following. 

5.4.1 Motion Estimation with PeTrack 

Generally, PeTrack produced patient-motion estimates that agreed with visual 

assessment of the original NMC images. Among the severe motion cases detailed above, 

the PT3D approach to motion corrections generally led to improvements in the various 

quality metrics that were considered. The H(Stress) acquisition was the most compelling 

example of the benefit of the PT3D motion correction approach. Polar maps of 

myocardium TAC R2 values are shown for the NMC and PT3D reconstructions for the 

H(Stress) acquisition in Figure 5.18. The NMC images exhibited returning motion 

predominantly along the lateral direction. The R2 polar map from the NMC images shows 

that TAC goodness-of-fit was reduced within the septal and lateral walls as would be 

expected for severe lateral motion. Following PT3D motion correction, fit quality in these 

regions was markedly improved which resulted in an increased MBF estimation for this 

acquisition. 

In one of the mild motion cases, acquisition C(Rest), marker motion indicated a non-

returning translation of roughly 5 mm in the inferior direction around 100 s into the 

acquisition; this motion was confirmed at the marker by visual assessment. The marker 

motion was discordant however with the motion of the LV and the PT3D motion 

correction images led to a 10% increase in MBF, which was predominantly associated 

with changes in the inferior wall at the apical level. 
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Figure 5.18 LV polar maps depicting coefficient of determination (R2) values for the myocardium TACs 

for the NMC and PT3D images for the H(Stress) acquisition. Anatomic labels ‘A’, ‘S’, ‘L’, and ‘P’ 

correspond to the anterior, septal, lateral, and posterior regions of the LV, respectively.  Motion 

correction with PT3D approach improved R2 values in the septal and lateral regions of the LV in the 

presence of severe lateral patient motion. 

 

These two examples contrasted one another in the sense the marker motion may or may 

not be an accurate surrogate for the body motion that occurred during the acquisition and 

thus have varying degrees of success, or failure, to align dynamic frames prior to MBF 

estimation via kinetic modelling. The use of PeTrack with a single marker is limited to 

3D translation motion estimation. Future work should extend to the use of multiple 

markers such that the assessment of various rotations can also be included. Based on the 

visual assessment performed of the NMC images, rotations about the superior-inferior 

axis of the patient would be of principal interest. 

5.4.2 COD Motion Estimation 

As was expected from the initial phantom studies, the COD motion traces were 

dominated by the redistribution of the perfusion tracers within the body. A characteristic 

pattern was apparent among all the COD motion traces for the patient cohort. The COD 

trace of the B(Stress) acquisition is shown in Figure 5.19 to help describe the behaviour. 
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Along inferior-superior direction (shown in red), the COD would move initially in the 

superior (positive) direction, peak 30 s into the acquisition, and then slowly drift in the 

inferior (negative) direction as it approached a steady position. Along right-left direction, 

the COD would begin toward the patient’s right (negative) and drift toward the left 

(positive) as it approached a steady position. Along the anterior-posterior direction, the 

COD would commence toward the anterior (negative) direction and move posteriorly 

(positive) as it approached a steady position. This pattern very closely matches the 

change in tracer distribution in the heart beginning with venous administration which 

enters the right side of the heart and then transits toward the left where it reaches the LV 

blood pool and subsequently gets taken up into the myocardium. The anterior-posterior 

motion is also explained by this process as the right chambers of the heart are situated 

anterior to the left chambers.  

 

Figure 5.19 Centroid-of-Distribution motion trace for acquisition B(Stress) along each anatomical 

direction. Right-left, anterior-posterior, and inferior-superior components of the COD displacement are 

shown in blue, green, and red, respectively. The body-motion triggers are shown as vertical dashed lines. 

This case exhibited no apparent motion following visual assessment of the NMC image. 
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While the COD trace was dominated by tracer dynamics, especially, prior to steady-

state uptake in the LV, detecting body motion was challenging. This is demonstrated in 

Figure 5.19 by the large number of body motion triggers that were detected. In 

comparison, the PeTrack motion trace for this acquisition demonstrates a very stable 

position with displacements from the reference position < 1 mm for all directions of 

motion. Moreover, no triggers were detected for this acquisition from the PeTrack motion 

trace. PT6D and CD6D motion correction approaches both introduced inter-frame motion 

that was not present in the NMC series, which had adverse effects on the kinetic 

modelling outcomes for this acquisition like an artifactual increase in MBF, increased 

MBF heterogeneity across the LV, and reduced TAC goodness-of-fit as indicated by 

lower R2 values.  

A periodic signal component is also visible within the COD trace shown (Figure 5.19) 

for the B(Stress) acquisition which has a larger amplitude earlier in the acquisition before 

the tracer has experienced much decay. The period appears to be on the order of 3 

seconds which suggests that it is associated with respiratory motion. While respiratory, 

and possibly, cardiac motion tracking was not a focus of this study, it appears that COD 

motion tracking may be useful for these applications within cardiac perfusion PET 

studies. While COD motion tracking has been applied to respiratory motion 

compensation in previous studies118,189, it has not been demonstrated for cardiac perfusion 

PET. This would be an interesting future research question. 
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5.4.3 Optimization of Motion Detection 

The placement of the body-motion triggers appeared appropriate for most acquisitions 

based on correlation of triggers with visual assessment of the NMC images for instance 

of motion. There are several examples, however, where relatively conspicuous features of 

the PeTrack motion traces were not detected. Partial PeTrack motion traces are shown for 

acquisitions C(Stress) and D(Stress) in Figure 5.20(A) and (B), respectively, where only 

the dominant 1D component of the trace is shown. Arrows are shown to indicate features 

of the motion trace which were not detected as motion.  

 

Figure 5.20 Partial PeTrack motion traces for C(Stress) (A) and D(Stress) (B) acquisitions where 

conspicuous translations were not detected as body motion triggers. Only the component of the trace 

which exhibited the dominant motion signal is shown here. 

 

Acquisition C(Stress) was a mild motion case and indeed visual assessment did not 

suggest apparent motion in the lateral direction near 80 s after the beginning of the 

acquisition which corresponds with the feature. Nevertheless, the feature of the motion 

trace itself was pronounced and should have been detected. The D(Stress) acquisition was 

one of the severe motion cases, although it exhibited the smallest motion extent among 
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that group. The missed feature appeared as a very short pulse in the motion trace but 

corresponded to the beginning of a non-returning shift of the patient in the superior 

direction as seen on the NMC image series. Marker motion was not apparent in NMC 

image and, interestingly, the PeTrack motion trace suggested that the marker was 

translated toward the inferior direction following a sharp pulse near 215 s. 

The method by which body motion triggers were detected was developed with the use 

of a relatively small subset of the acquisitions included in this study and the method is 

unlikely to be optimized with respect to sensitivity and specificity for a general patient 

population. The optimization process would involve adjusting the parameters of the 

method related to smoothing of the traces as well as the size of the sliding window used 

to compute the local normal vector orientation. As was indicated previously, other 

methods were considered for the motion detection. The first approach was described in 

Chapter 4, which involved the use of local displacement thresholds which, when 

exceeded, resulted in a motion trigger. While this method worked very effectively for 

PeTrack, it did not translate well for use with COD tracking. Another approach was based 

on the two-sample Student’s t-test, where significant changes in the mean displacement 

among adjacent windows led to a motion trigger. This method required careful tuning of 

the significance level that corresponded to instances of suspected motion. This method 

worked effectively for either PeTrack or COD (using different criteria), but not both. A 

final method made use of a common signal-processing methods for peak detection; the 

Laplacian of a Gaussian filter190 was applied to the traces in order detect peak in the 

signals. Once again, however, the nature of the PeTrack and COD traces were too 
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different to permit similar sets of body-motion triggers among the test cases used for 

development. 

Sun et al.180 examined the use of data-driven motion tracking method which was 

technically very similar to the COD method. They developed a novel approach to detect 

instance of body motion which was based on a single scalar metric which was computed 

as the sum of the eigenvalues of the covariance matrix and the 3D motion trace within a 

sliding window. Their results suggested that body motions of 12 mm or rotations of 20º 

could be detected with good accuracy. The PET studies in their work used 18F-based 

tracers with delayed acquisitions and so they did not evaluate their work under the 

conditions presented here. The authors caution that their method may not translate well to 

perfusion studies such as discussed herein. 

Others have circumvented issues associated with limited motion detection 

sensitivity/specificity by incorporating high temporal resolution motion estimation 

directly into the reconstruction process. Such an approach was recently investigated by 

Armstrong et al.191 where they performed 3D image registrations on low resolution back-

projected images of 1-second durations to estimate motion during static 82Rb cardiac PET 

MPI studies. In their preliminary work they incorporated the axial component of motion 

only directly into the reconstruction process ignoring lateral or anterior-posterior motion. 

Such an approach is likely to be more appropriate to compensate specifically for 

respiratory motion. In dynamic cardiac PET studies lateral motion of the LV, specifically 

towards the left lung, has been shown to lead to significant changes in MBF estimation.82 

A similar approach which used PeTrack was recently reported by Chamberland, Xu, 

deKemp92 with promising results, but in their case individual LORs were re-positioned 
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prior to reconstruction. To apply such an approach directly to the motion tracking data 

may not always be effective, however, if the PeTrack marker motion does not accurately 

represent motion of the heart. Similar arguments may apply to COD tracking. 

As a final comment regarding motion detection while using COD tracking, the fact that 

a relatively consistent COD motion trace pattern was observed among the cohort suggests 

that a model motion trace could be estimated from a large cohort where no patient motion 

occurred. The model could potentially be fit to future COD motion traces to assess 

whether any significant deviation from the model occurred. These deviations, if not 

associated with the pattern of normal tracer dynamics in the body, could be interpreted as 

instances of motion. 

5.4.4 Motion Estimation Using Image Registration 

Despite the initial efforts to set up the image registration framework in a robust and 

accurate fashion using the phantom acquisitions, the PT6D and CD6D images generally 

produced varying degrees of motion artifacts in the dynamic series. Visually, this often 

appeared as jittering of adjacent dynamic frames. In other cases, it was clear that changes 

in the tracer distribution in in the earlier frames, as seen from the NMC images, were 

interpreted as spatial misalignment during image registration and they were over-

corrected. These limitations of the image-registration scheme for estimation of patient 

motion significantly limit the assessment of the COD tracking approach as no other 

motion estimation approach was considered for it. 

The most extreme example of failure of the image registration to estimate motion was 

observed for acquisition B(Rest) for both PT6D and CD6D images. The largest inter-
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frame translations and rotations were ~40 mm, and ~20º, respectively, for both PT6D and 

CD6D images. In contrast, this acquisition was considered as a mild motion case using 

visual assessment and the largest inter-frame translation (based on changes in mean 

PeTrack positions between adjacent frames) was 2 mm. The registration failure in this 

case may be associated with low count motion frame images within the registration 

sequence as well as disparate tracer distributions among early frames. The sequential 

registration method is inherently sensitive to the problem of poor registrations within the 

sequence. The novel approach to automated alignment of dynamic cardiac perfusion 

frames described by Lee and colleagues81 which uses distinct reference frames in the 

early blood pool and late uptake portions of the dynamic series could be implemented 

here to overcome this issue. 

It could be argued that extending the motion model to include rotations disadvantaged 

the PT6D and CD6D compared to PT3D. Complex models with a larger number of free 

parameters are generally less robust to noise and small data sizes. This pitfall was not 

obvious at the outset of this work, as the motion model with six degrees of freedom is 

still a rigid model and each image volume contains more than 7.7×105 voxels which 

contribute to the registration process. Moreover, others have reported successful 

registration results using more complex motion models119, although not in the application 

of dynamic cardiac PET perfusion studies. 

The performance of the image registration technique described in this work could be 

enhanced in future work by considering the following amendments. First, the motion 

model could be reduced to include only 3D translations. Second, the initial non-

attenuation corrected dynamic reconstruction used for image registration could 
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completely ignore the clinical dynamic sequence and reconstruct only frames that are 

identified in the motion detection step. In doing so, many fewer frames would be 

reconstructed (enhancing the counts in each) and the estimated motion model would be 

applied to all dynamic frames that fall within the corresponding motion frame. Third, the 

image registration could be regularized by applying additional smoothing to the non-

attenuation corrected images used to estimate motion. Later, when applying the 

registration transformations for motion correction, the original (un-smoothed) images 

could still be used. Fourth, the duration of the smallest permissible motion frames could 

be adjusted throughout the acquisition based on the decay of the tracer. In this way, at 

later time points in the acquisition the shortest frame duration would be increased to have 

similar lower limits on the counts compared to earlier time points before the tracer has 

appreciably decayed. Lastly, the sensitivity of the motion detection method could be 

reduced such that fewer frames are reconstructed, and each would have a higher count 

density; although this would impair the overall effectiveness of the motion correction 

method. 

5.4.5 Classification of Cases Which Could Benefit from Motion Correction 

As was observed in this cohort, the majority of acquisitions corresponded to no or mild 

motion and did not benefit from the application of motion correction. More importantly, 

the quality of MBF estimation for some cases was negatively affected following motion 

correction (particularly for the PT6D and CD6D approaches). This finding leads to the 

question: how does one choose which scans would benefit from motion correction? In 

some case motion may be so severe that this decision would be obvious. The cohort in 
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this study, however, largely does not meet that criterion. Nevertheless, patient motion 

correction has regularly been identified as a contributing factor to the overall repeatability 

of MBF estimation77,81,85,184 and so a robust and automated method with which cases 

could be classified as those which would benefit from motion correction could be very 

clinically useful, especially for fringe cases where the motion effects are not obvious. 

Carrying on with this notion, a metric (or set of metrics) must be determined which can 

flag acquisitions where motion either possibly or probably affected the accuracy of the 

MBF estimation. The quality metrics examined in this work have been suggested by 

others as being relevant indicators of the presence patient of motion, but they may not all 

agree with each other on an individual basis. In Table 5.1 it was shown that the 

coefficient of determination (R2) and root-mean-square error (RMSETAC) of the 

myocardial TAC fits did not show the same trend between the mild and severe motion 

cases. Moreover, the changes observed in all of the quality metrics between the mild and 

severe motion groups may be confounded by the choice of perfusion tracer, the duration 

of the acquisition, and/or the number of dynamic frames used as part of the kinetic 

model. For example, 3 out of the 4 severe motion cases corresponded to 13NH3 perfusion 

studies which are 20 minutes in duration and use 17 dynamic frames. Conversely, 11 out 

of the 13 mild motion cases were 82Rb perfusion studies only 6 minutes of which (14 

dynamic frames) were used for kinetic modelling. 

Relying on visual assessment of motion within the dynamic images may not always be 

reliable. In this work, visual motion assessment in the early frames prior to myocardial 

uptake was very challenging largely due to the rapid changes in tracer distribution as well 

as its diffuse appearance throughout the body. It follows that visual detection of motion 
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was limited to the later uptake frames and thus corresponds to a relatively small number 

of frames used in kinetic modelling. This issue was also reported in the work of Lee et 

al.,81 in regard to automated alignment of dynamic frames of 82Rb cardiac PET perfusion 

studies. 

It may be that within a general population of patients that a multivariate analysis of 

MBF quality metrics and automated motion estimation approaches would provide more 

satisfactory and robust classification. Such a problem seems to lend itself to machine 

learning solutions which can combine different sources of data to make classification 

predictions. No other published research on this specific topic was found at the time this 

work was written. 

5.5 Conclusions 

Motion correction in cardiac PET perfusion studies based on the 3D translational 

motion information produced by PeTrack appeared feasible and more robust than image-

registration approaches. Additional research on this application is warranted with a larger 

patient population and with more cases of severe motion to further develop the proposed 

motion correction algorithm. While the COD method demonstrated potential benefits 

over PeTrack like its independence of any additional equipment and its fast computation 

time, its use in cardiac PET perfusion studies is limited as the absolute displacement 

indicated by COD does not accurately represent the observed motion of the heart and 

necessitates the use of image-registration techniques to estimate motion. Additionally, the 

COD trace is inherently linked to the tracer dynamics in the body and detecting instances 

of patient motion prior to myocardial uptake remains challenging. Future work regarding 
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the classification of clinical cases that would benefit from motion correction remains as 

an interesting research question.  
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Chapter 6 Conclusions and Future Work 

6.1 Summary of Findings 

The motion information derived from the PeTrack ADROI algorithm was used to 

implement a data-driven alternative to respiratory motion tracking and gating, as well as a 

body-motion detection and compensation tool for cardiac PET perfusion imaging studies. 

This thesis described the most comprehensive application of the PeTrack algorithm in a 

clinical setting. 

When used for respiratory gating in a general population of patients for which cardiac 

perfusion PET was indicated, it was shown that respiratory gating with PeTrack is 

feasible and its performance was comparable to one of the most commonly used 

hardware-based respiratory motion tracking systems. Respiratory signal quality was 

generally better for the optical tracking system but its efficacy for respiratory gating was 

hindered by its technical limitations. The gating quality of the optical system was 

improved using the retrospective respiratory trigger detection technique that was 

implemented for PeTrack in this thesis. This work also exposed short comings of the 

PeTrack algorithm that will need to be addressed before this tool could be shown to be 

unequivocally beneficial in the presence of significant respiratory motion. 

Whole body motion correction was explored in the context of static and dynamic 

cardiac PET perfusion studies. For this purpose, a novel framework for including the 

PeTrack motion information was developed and incorporated into the research 

reconstruction software. A series of phantom acquisitions with relatively extreme motion 

showed significant benefit from motion correction using the PeTrack approach with 
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respect to recovery of image quality metrics like myocardial contrast-to-noise, and signal-

to-noise ratios as well as the LV wall thickness (an indicator of the effective spatial 

resolution in the presence of motion). The same motion correction strategy was also 

employed for a small cohort of 13N-ammonia perfusion studies for which the benefits of 

PeTrack-based motion correction were not as obvious. While image quality metrics 

generally showed improvement after motion correction, especially reduced LV wall 

thickness, no apparent effect could be demonstrated on the relative perfusion 

measurements among this group. This work suggested that patient motion using this 

approach was feasible and generally led to improve image quality. The clinical 

significance of the approach, however, may not be realized without the presence of non-

returning patient motion in excess of 10 mm. 

Finally, the body motion correction framework was extended to dynamic studies and 

absolute blood flow quantification. The data-driven centroid-of-distribution motion 

tracking method which was reported to be successful for dynamic PET studies was also 

implemented for comparison with the PeTrack approach. This work showed that tracking 

the motion of a fiducial marker as opposed to the centroid-of-distribution may be more 

robust when applied to cardiac PET perfusion imaging when motion tracking is required 

in the early frames before the tracer distribution has reached equilibrium in the body. 

Inferring patient motion from the purely data-driven motion signal was challenging as the 

signal was dominated by tracer dynamics. Additionally, image registration techniques did 

not appear to be sufficiently robust to adequately estimate patient motion from the 

dynamic series of motion frames. Motion correction based on 3D motion estimation 

directly from the PeTrack motion trace was more reliable in this context than the 
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approaches which used image registration. Various quality metrics related to blood flow 

quantification that are generally regarded to be correlated with motion severity were 

considered. These data suggest that motion correction was not beneficial unless patient 

motion magnitude exceeded 10 mm. In some cases, kinetic modelling quality metrics 

suggested that motion correction had adverse effects, especially when image registration 

was employed for motion estimation. Motion correction was thus not indicated for the 

majority of acquisitions in the cohort. It follows that a decision algorithm based on a 

combination of motion estimates and kinetic modelling quality metrics may be necessary 

to select cases that are most likely to benefit from motion correction. 

6.2 Final Thoughts and Suggestions for Future Work 

This thesis indicated that additional work is required to enhance the motion tracking 

signal as well as the robustness of the algorithm in the presence of high count rates 

associated with high tracer activity concentrations in the patient. Under these conditions, 

the noise in the PeTrack signal appeared to limit the accuracy of detecting respiratory 

triggers when the external motion amplitudes were very small. In spite of the measures 

implemented in ADROI to adapt the PeTrack algorithm for use in PET, marker tracking 

failed in several cases when marker activity was very low in comparison to the scanner 

count rates, i.e. less than 0.01%. To improve performance the most obvious solution is to 

increase the marker activity. This solution was attempted with markers that had an 

activity roughly three times that used for the work presented here, but their use was 

suspended after observing deleterious effects on the scatter estimation of the GE 

Discovery 690 scanner at UOHI. The activity of the marker was identified by the scanner 
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as existing outside the body and led to over-estimation of scatter and under-estimation of 

the tracer activity within the body. It follows that a careful examination of the limits of 

the marker activity and/or preparation of the attenuating material that surrounds the 

marker to mimic extension of the body contour is needed to permit increasing the marker 

activity.  

Another important consideration is that the GE Discovery 690 PET/CT scanner is no 

longer a state-of -the-art system. Digital PET/CT systems are now available, some with 

an extended axial FOV, which exhibit much higher sensitivity, count-rate performance, 

and improved TOF resolution. To date, motion tracking with PeTrack has not been 

evaluated on one of these devices. It stands to reason that the hardware improvements 

would be beneficial for PeTrack signal quality as well, as the systems are likely to have 

improved sensitivity and specificity for detecting LORs coming from the marker which 

are then used for tracking. Additionally, PeTrack may be of particular interest for 

extended axial FOV scanners, like those engineered by the EXPLORER 

consortium192,193, as optical motion tracking systems may be of limited use as the cameras 

may not be able to monitor the patient effectively from outside the long bore. 

To date, tracking multiple fiducial markers has only been attempted for phantom 

acquisitions and has yet to be employed for clinical acquisitions. Tracking multiple 

markers would permit the estimation of rotations as well as translations.  To perform such 

a task in the clinical environment would necessitate either a dedicated prospective study 

or a modification to current clinical protocol at our clinic which already makes use of 

single fiducial marker. Neither of these were seriously considered in the work presented 

here. There are also several limitations associated with the use of multiple markers that 
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should be considered. PeTrack processing time would be expected to increase with the 

number of markers used as only a single marker can be tracked in one instance of the 

algorithm. Perhaps parallel computing technique could be explored to overcome this 

obstacle. Additionally, a carefully designed system would likely be needed to fix the 

markers in place on the patient. Use of a support like this is not favourable, however, as it 

requires additional patient preparation and may not be tolerated well by all patients. 

For future work for either evaluation or further development of PeTrack, special care 

should be taken in accruing larger clinical data sets where patient motion (respiratory or 

whole-body) is suspected to be significant. The work presented here included clinical 

cohorts that were randomly selected from a general population. They did not encompass 

enough cases with severe patient motion for which the benefits of respiratory gating 

and/or motion compensation could be demonstrated with confidence. For the present 

work, the possibility of including more studies with significant patient motion was 

limited for several reasons. First, there was a limitation of the software of the PET system 

to access list-mode data. In particular, the large data files are compressed using a 

proprietary technique shortly after acquisition. The decompression software failed to 

fully decompress large list-mode files that were acquired as part of a trial for a novel 18F-

based innervation tracer taking place at UOHI. These acquisitions are roughly 40 minutes 

in duration and good candidates for significant patient motion. It was learned, however, 

that the list-mode files which are required for PeTrack could not be decompressed for 

use. Unfortunately, time did not permit working with the vendor to overcome this issue 

and it was decided to make use of the 20-minute 13N-ammonia perfusion studies instead. 

At UOHI, 13N-ammonia studies are almost exclusively acquired on the older GE 
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Discovery 600 PET/CT system which does not have TOF capability – an important 

aspect of the ADROI extension of PeTrack. One acquisition was included from this 

scanner for the work in Chapter 4, and 13N-ammonia acquisitions were few for the GE 

Discovery 690 PET/CT system. 

The work presented in this thesis supports the clinical usefulness of the PeTrack 

ADROI algorithm for motion detection, estimation, and compensation in the context of 

cardiac perfusion PET studies. This method simplifies patient preparation compared to 

alternative hardware tracking systems and does not require technical integration with the 

PET system. Furthermore, PeTrack was used in several cases to provide patient motion 

information when hardware tracking systems failed during clinical use. PeTrack is easily 

implemented in a high throughput clinical setting and can provide patient motion 

information which characterizes both respiratory and body movements. To date, PeTrack 

ADROI has only been implemented for GE Discovery series PET/CT scanners but it 

could be adapted to other systems assuming that access to scanner geometry and 

specifications can be attained. Lastly, the high temporal resolution motion vectors 

provided by PeTrack could be readily incorporated into modern motion-compensated 

image reconstruction algorithms. Further development of PeTrack holds promise for a 

robust and easy-to-use motion compensation tool that can track multiple forms of patient 

motion. 
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Appendices 

Appendix A Left-Ventricular Wall Segmentation from 1-D Profiles 

The following is a description of the method by which left-ventricular (LV) wall 

regions were segmented from 1D intensity profiles. In particular, the anterior (Ant) and 

inferior (Inf) regions of the LV were delineated from a single image slice sampled at the 

mid vertical long-axis of the LV. This method was first mentioned in Section 3.2.7. As 

the reorientation process was already described in the main text it will not be repeated 

here. In this supplemental section it is assumed that the image volume of the cardiac PET 

study was already reoriented into the standard, short-axis representation. 

An example image of the selected slice is shown in Figure A.1. In this figure, five 

contiguous profiles are indicated which represent the 1D intensity profiles that are used to 

segment the LV wall regions of interest such that their thicknesses could be estimated. 

The segmentation task in this instance was to determine a set of pixel indices from the 1D 

profiles that reflect the physiologic limits of the LV myocardium. This was done using a 

1D, multi-resolution approach which is described in the following. 

 

Figure A.1 Example vertical long-axis slice depicting the locations of five sampled 1D profiles. Note 

that the image slice shown corresponds to the smoothed volume. 
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The original image volume did not undergo any post-reconstruction smoothing. It thus 

contained the highest spatial resolution representation of the image. It is referred to here 

as the ‘raw’ volume. It was from this raw volume that the Ant and Inf wall region 

thicknesses were determined. The noise level in the raw volume makes the task of 

segmentation very challenging so it follows that a duplicate of the raw volume was 

produced and then smoothed to initialize estimates of the relevant regions of interest 

within the profiles. The smoothing kernel was a 3D Gaussian volume with a FWHM of 

7.5 mm with a size of 5 × 5 × 5 voxels. Figure A.2 shows the 1D intensity profiles 

extracted from the raw volume of the case shown in Figure A.1 and it is apparent that 

identification of the Ant and Inf wall limits is not obvious. An assumption was made in 

the development of this approach that over the short-axis span of the five profiles a single 

set of limits could be generated that would accurately represent the limits of all of the five 

profiles. Following this assumption, the five 1D profiles from each of the raw and smooth 

volumes were averaged along the short-axis dimension to include the information from 

all five profiles to aid the estimation of a single set of limits for each wall region. The 

resulting mean profiles are referred to as the ‘avgRaw’ and ‘smooth’ profiles. 
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Figure A.2 Example of five contiguous 1-D profiles extracted from a raw volume. The vertical-long axis 

slice position is shown on the horizontal axis. A position equal to, less than, and greater than 0 mm 

corresponds approximately to the center of LV blood pool, the anterior region, and the inferior region, 

respectively. The activity concentration, i.e. intensity, is indicated on the vertical axis. In this example 

the Ant wall region is located approximately between -40 mm and -10 mm. The Inf wall region is 

located approximately between 10 mm and 40 mm. Note also the extracardiac uptake region found near 

50-60 mm. 

 

Additionally, a 1-D Gaussian smoothing kernel (span of 3 pixels and FWHM of 2.25 

pixels) was also applied to the smooth profile. A simple gradient-based algorithm was 

then applied to the smooth profile to determine a set of maxima and minima (peaks and 

troughs) that marked changes in the sign of the gradient from negative to positive, or visa 

versa. A series of tests was applied to the initial set of peaks to discriminate against those 

that are unlikely to correspond to the maxima that are expected to be observed at the Ant 

and Inf wall. These logical gates imposed lower limits on the ratio of their heights to that 

of the highest peak (> 40%) as well as their prominence over their nearest trough (> 5%). 
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The specific limits were determined empirically. The final Ant and Inf peak positions 

were taken as the two that encompassed the central position of the 1-D profiles. The 

position of the LV blood pool was denoted by the lowest trough found between the two 

peaks. With these reference regions in hand, the limits on the Ant and Inf walls could be 

determined. Figure A.3 shows the avgRaw and smooth profiles corresponding to the five 

1-D profiles shown in Figure A.2.  

 

Figure A.3 AvgRaw (solid, black) and smooth (dashed, blue) profiles of the five 1-D profiles shown 

previously in Figure A.1. The Ant and Inf wall peaks are indicated by blue squares and the LV blood 

pool position, trough, is shown as an empty circle. 

 

Once the peaks representing center of the Ant and Inf walls are found, the wall segment 

limits were then determined on the smooth profile and later updated using the avgRaw 

profile. Let the peak-trough activity value difference to be Δ.  Beginning with the smooth 

profile, the limits were set at, or just below, the point at which the activity is no more 

than 0.1Δ above the trough value, i.e. blood pool activity. The pixel position that satisfied 
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this criterion, on both sides of the peak, was marked. Then using the avgRaw profile, a 

search was performed for a point lower than the LV blood pool activity of the smooth 

profile where an inflection occurred. The search space was limited to the region between 

the smooth profile peak and the initial limit, i.e. the updated limit could not be further 

separated from the peak than the initial limit. This process was applied in the following 

order: outer Ant wall, inner Ant wall, inner Inf wall, and outer Inf wall. Its aim was to 

constrain the domain of each wall region to myocardium and exclude the blood pool and 

extracardiac regions. The final segmented wall regions are indicated in Figure A.4, which 

is a duplicate of Figure A.3 except that the limits of the Ant and Inf walls are denoted and 

the segmented Ant and Inf regions are shown in red and green, respectively. 

 

Figure A.4 Replication of the avgRaw and smooth profiles shown in Figure A.3 but with the addition of 

demarcations of the Ant and Inf wall limits (upward and downwards triangles, respectively) and 

segmented regions (red and green lines, respectively). 
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It is important to note that this process was executed in a completely automated fashion 

such that user bias did not affect the thickness measurements. Lastly, the segmentation 

results were visually inspected for all images included in this study to evaluate their 

success. In doing so, no cases were found that violated the assumption made previously 

that a single set of limits would accurately represent the five unique short-axis positions. 
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Appendix B Elastix Image Registration Input Parameters 

The following text is a duplication in the input parameters passed to the Elastix image 

registration software package. This information was first cited in Section 5.2.3. 

(FixedInternalImagePixelType "float") 

(FixedImageDimension 3) 

(MovingInternalImagePixelType "float") 

(MovingImageDimension 3) 

 

(Registration "MultiResolutionRegistration") 

(FixedImagePyramid "FixedSmoothingImagePyramid") 

(MovingImagePyramid "MovingSmoothingImagePyramid") 

(Interpolator "BSplineInterpolator") 

(Metric "AdvancedMattesMutualInformation") 

(Optimizer "AdaptiveStochasticGradientDescent") 

(ResampleInterpolator "FinalBSplineInterpolator") 

(Resampler "DefaultResampler") 

(Transform "EulerTransform") 

 

(NumberOfResolutions 3) 

(ImagePyramidSchedule 8 8 8 4 4 4 1 1 1) 

(AutomaticTransformInitialization "true") 

(AutomaticScalesEstimation "true") 

(HowToCombineTransforms "Compose") 

(ComputeZYX "true") 

 

(MaximumNumberOfIterations 500) 

 

(NumberOfHistogramBins 16) 

(FixedLimitRangeRatio 0.001 0.01 0.01) 
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(MovingLimitRangeRatio 0.001 0.01 0.01) 

 

(FixedKernelBSplineOrder 1) 

(MovingKernelBSplineOrder 3) 

 

(WriteTransformParametersEachIteration "false") 

(WriteTransformParametersEachResolution "false") 

(WriteResultImage "true") 

(CompressResultImage "false") 

(ResultImageFormat "mhd") 

(ResultImagePixelType "float") 

(ShowExactMetricValue "false") 

(ErodeMask "true") 

(UseDifferentiableOverlap "false") 

(ImageSampler "Random") 

(NumberOfSpatialSamples 2000) 

(NewSamplesEveryIteration "true") 

(BSplineInterpolationOrder 1) 

(FinalBSplineInterpolationOrder 3) 

(DefaultPixelValue 0) 
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